LEASE: An Economic approach to Leasing data items in
Mobile-P2P networks to improve data availability

Anirban Mondal ~ Sanjay Kumar Madria  Masaru Kitsuregawa

! Institute of Industrial Science 2 Department of Computer Science
University of Tokyo, JAPAN University of Missouri-Rolla, 8A
{anirban, kitsurg¢@tkl.iis.u-tokyo.ac.jp madrias@umr.edu

Abstract. This work proposes LEASE, a novel Mobile-P2P lease-based ec
nomic incentive model, in which data requestors need to payptice (in vir-
tual currency) of their requested data items to data-pesgidin LEASE, data-
providing mobile peers lease data items to free-riders, e&dhoot have any data
items to provide, in lieu of a lease payment. Thus, LEASE midy @ombats
free-riding, but also entices free-riders to host data $teitmereby improving net-
work connectivity due to higher peer participation. In esse LEASE facilitates
the collaborative harnessing of limited mobile peer resesifor improving data
availability. Our performance study shows that LEASE irti@aproves query
response times and data availability in Mobile-P2P netaork

1 Introduction

In a Mobile Ad-hoc Peer-to-Peer (M-P2P) network, mobilerpd®Ps) interact with
each other in a peer-to-peer (P2P) fashion. Proliferatiomabile devices (e.g., laptops,
PDAs, mobile phones) coupled with the ever-increasing {arfiy of the P2P paradigm
(e.g., Kazaa [11], Gnutella [6]) strongly motivate M-P2Rwerk applications. Mobile
devices with support for wireless device-to-device P2P roomication are beginning
to be deployed such as Microsoft's Zune [9].

M-P2P applications facilitate mobile users in sharing infation with each other
on-the-flyin a P2P manner. A car user could request other car usersftomiation
e.g., locations of nearby parking slots and restaurants traffic reports a few miles
ahead. A pedestrian could request an available taxi nedasbguinrent location. Cus-
tomers in a shopping mall could share information about theapest ‘Levis’ jeans or
swap shopping catalogues. Mobile users could exchanges songdeo-clips (as in a
future mobile eBay market). Such P2P interactions amonglmabers are generally
not freely supported by existing wireless communicatidraistructures. Our target ap-
plications mainly concern slow-moving objects e.g., carbusy streets, people moving
in a market-place or students in a campus.

Data availability in M-P2P networks is typically lower tharfixed networks due to
frequent network partitioning arising from user movement asers switching ‘on’/‘off’
their mobile devices. Moreover, a large percentage of MPE#&fly do not have any
data to share with other MPs i.e., they are free-riders [I@xacerbate the problem,
MPs generally have limited bandwidth, hence a data-progidilP can make avail-
able only few of its data items to be shared (i.e.,shared data item3 based on the



amount of bandwidth that it would like to share, but it hasiaddal data items (i.e.,
theunshared data itemg in the memory. Given the ephemeral nature of M-P2P envi-
ronments, unshared data items neapirebefore they can be made available to M-P2P
users, which further decreases data availability.

M-P2P data availability could be significantly improvedri&é-riders could be en-
ticed to pool in their bandwidth resources by hosting unsth@ata items. Hence, we
propose LEASE, a novel lease-based economic incentive Infamrdeffective collabo-
rative data sharing among MPs with limited resources. In BEAdata-providing MPs
leasedata items to those who do not have any data items to providat@itemd (orig-
inally owned by MPP) is said to bdeasedby P to MP H whenP providesd to H for
a pre-specified lease periadin lieu of a lease payment (wirtual currency. During
the periodr, H hostsd, and afterr expires,H deletes the copy af at itself. Notably,

P may leasel simultaneously to multiple MPs. In case any updates areinedto the
data (e.g., traffic reports in transportation applicatioersrios) P sends the updates to
H. We shall henceforth refer to a data-providing WRas aprovide-MP, and the host
MP H as ahost-MP.

Each data item hasgice (in virtual currency. Data item price depends on access
frequency, data quality [13] (e.g., image resolution, augliality) and the estimated
response time for accessing the data item. A query issuing®R theprice of the
queried data item to the query-serving MP. Thus, LEASE mhesian incentive for
free-riding MPs to act as host-MPs so that they can earenuefor issuing their own
requestsRevenueof an MP is defined as the difference between the amount afalirt
currency that it earns (by providing data) and the amourititispends (by requesting
data). Virtual currency is suitable for P2P environments tluhigh transaction costs
of micro-payments in real currency [17]. Secure virtualreacy payments have been
discussed in [4].

Leasing benefits both provide-MPs and host-MPs. It fatdaa provide-MP in
earning revenue from its unshared data items even withastirtgpthem, especially
since unshared data items may expire. It helps a host-MRirggrevenue using other
MPs’ data items. In the absence of a lease model, MPs withoutdata to provide
cannot earn any revenue, thereby decreasing the overallaviiipation. In M-P2P
networks, leasing is better thanying(permanent ownership transfer) since data items
have expiry times, hence their value depreciates significaver time. Moreover, host-
MPs wish to host as many ‘hot’ data items as possible to masithieir revenues.

The main contributions of LEASE follow:

1. Its lease model entices even those users, who have ncodatavide, to host data
items, thereby improving data availability and MP revenues

2. Its economic model discourages free-riding, which impeoconnectivity due to
higher peer participation.

Higher peer participation leads to better data availabdiie to higher available band-
width and better connectivity. Existing M-P2P replicatgEzhemes [8, 18] do not com-
bat free-riding, while M-P2P incentive schemes [19, 20] dbantice free-riders, which
have no data, to provide service.



Our performance study indicates that LEASE indeed imprquesy response times
and data availability in M-P2P networks. To our knowleddgs is the first work to
propose a lease-based economic model for M-P2P networks.

2 Related Work

Economic models have been discussed in [5, 7, 12] primaoiyrésource allocation
in distributed systems. These works do not address uniqiR2®lissues such as fre-
quent network partitioning, mobile resource constraifie®-riding and incentives for
peer participation. Incentive mechanisms for static P2®aorks have been proposed in
[10, 15]. However, pre-defined data access structures ¢kstributed hash tables [16])
used in static P2P networks assume peers’ availability ard fopology, which makes
incentive schemes for static P2P networks too static to ipéoged in mobile ad-hoc
networks (MANETS). Furthermore, the proposals in [10, 1&hdt consider economic
models to combat free-riding.

Incentive mechanisms have also been investigated for MASNBT21], the main
objective being to encourage an MP in forwarding inforntratmother MPs. However,
these works do not consider economic issues and M-P2P ectini¢. TheE-DCG+
replica allocation approach [8] for MANETs does not consildase models, incen-
tives and prices of data items. Interestingly, economiasder M-P2P networks have
been discussed in [19, 20]. However, these works proposerappstic dissemination
of data in M-P2P networks with the aim of reaching as manygasipossible, while
we address on-demand data dissemination. The work in [Jgz@s an barter-based
economic model, but it does not consider M-P2P issues.

In our earlier work [14], we proposed an economic model fagadaplication based
on the price of data items. However, in contrast with thiskythne proposal in [14]
does not consider a lease-based approach. Moreover, indadh peer behaves au-
tonomously without any co-ordination among themselves|eathis work considers
peer collaboration for improving data availability in M{P2etworks.

3 The LEASE Economic Model

Each provide-MP maintains recent read-write logs (inelgdimestamps) of its own
data items as well as details (e.g., lease duration) of ttzeitens that it leases. This in-
formation helps provide-MPs to select their respectiveethand unshared data items.
Each host-MP maintains recent access information of datasitbased on queries that
pass through itself. Such information facilitates hostsMi selecting data items that
they want to host. Available memory space of MPs, bandwidthdata item sizes may
vary. We define théoad of an MP as its job queue length normalized w.r.t. bandwidth.

Table 1 summarizes the notations used in this paper. Usengdtations in Table 1,
price ., of a data item is computed as follows:

to )
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Symbol Significance
d A given data item
n Recent Access frequency df
DQ Data quality ofd
size Size ofd
Ex Time to Expiry time ofd
BAng Bandwidth of the query-serving MP fak
']Ms~t7' Job-queue length of the query-serving MP at titne

Table 1. Summary of Notations

where |, — ¢1] represents a given time period afié theEuclidean distanceetween
the query issuing MR/ and the query serving MP/g during the time of query issue.
For unshared data items, the access frequemeyers to the number of access failures.
DQ reflects the quality of data (e.g., image resolution, audiality) provided byMg

for queries ond. The value ofD(Q is determined as in our previous work in [13], where
we considered three discrete leveldaf i.e., high, mediumandlow, their values being
1, 0.5 and 0.25 respectively. A8A,,, increases and decreaseg, increases due to
faster query response time. Ag;, ¢, increasesy decreases sinde/s’s response time
for queries ond increases due to higher load.

The revenue earned by an MP equals §~%_, (11; x accs;), wherep is the number
of data items made available By, andyu; andaccs; are the price and access frequency
of thei'" data item respectively. Similarly, the revenue spendbgquals §7_, (11; x
accr;), whereq is the number of items queried by, andyu; andaccr; are the price
and access frequency 8f for thei*" item respectively.

Role of the provide-MPs and host-MPs

A provide-MPP makes available at itself (i.eshare$ data items, with higher revenue-
earning potential for maximizing its revenue, while leasing out some ofuitsshared
data items. Given thai; p is the price of a data itemat P andacc; p is the recent
access frequency 6fy = u; p x acc; p. (For data items thaP is currently not making
availableacc; p is the number of times a query failed to obtain the data itefd.ai?
avoids leasing frequently updated data items due to theddgimunication overhead
(e.g., energy, bandwidth) required for maintaining thesistency of such items. Peri-
odically, P broadcasts its list of unshared data items, which have ldte Wwequencies,
for finding prospective host-MPs to host these items.

P selects host-MPs by accepting bids for its given data ifdvased on the quality
of service and connectivity of the MP®. leasesd to higher-bidding MPs since MPs
with better resources for providing good service would higher since they can earn
more revenue frond. We define the connectivity of an MP as the number of its one-
hop neighboursP prefers to leasd to MPs with higher connectivity to facilitate it in
sharing its data items with as many MPs as possible, thenshlyliag it to earn more
revenue.



Given an unshared data itedh P decides the number of copies @to be leased
based on the revenuehat it wishes to obtain from leasinly P computes\ as follows:

to

A=05 [ (¢ ) )
ty

where |, — t1] is a given time periody, is the number of failed queries aehandy is

the price ofd. In Equation 2, the termy; x puq) reflectsP’s estimated lost revenue due

to not makingd available. Observe thatis 50% of P's estimated lost revenues. Thus,

the estimated revenue from leased data items is sleapegllybetween the provide-MP

and the host-MPs to ensure fairness. Furthermore, allothia¢post-MPs to earn 50%

of the revenues fromd provides adequate incentive for them to h@stince they also

incur energy and bandwidth-related costs due to downlotdstdence,P essentially

sums up the bids fod starting from the highest bid until the total value of the sid

is greater than or equal tv. Then, P leasesd to the corresponding MPs that made

these bids. Notably, unlike existing works, we determirgerttmber of copies based on

revenue.

Host-MPs decide which data items to bid for as well as theivaiues based on the
queries for these items that pass through themselves. AMBgt bids for data items
with higher revenue-earning potentialfor maximizing its revenue. The number of
data items for which bids depends upon its available bandwidth and memory space.
Given a data item!, H bids the amoungs of currency ford based ond’'s revenue-
earning potential, which depends upds popularity, quality, size, estimated expiry
time, amount of bandwidth that it would likely make avaikfdr d and its current job-
queue length. (Recall thdts price atH depends upoii{’s bandwidth and job-queue
length.) Using Table 1 (see Section B),computess as follows:

ta
6:/ (ndt x DQ x Ex x BAng)/(size X Jng,t;) 3)
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where [» — t1] represents a given time period. The access frequenieypased on the
queries ford that passed through . A data itemexpireswhen its access frequency falls
below a certain application-dependent threshold. Datasteith higher time to expiry
facilitate H in earning more revenue by hostidgHigher bandwidth of implies better
response time for queries ak while larger job-queue length signifies higher load on
H, thereby increasing response time. Smaller-sized datesiteelpH to maximize its
revenue per unit of its limited memory space.

Data providers periodically broadcast the unique idemsiftg host-MPs, to whom
they have leased their data items. Thus, MPs can downipdatedcopies of data items
from the authorized lease-holders, thereby improving tnaity of service. (Provide-
MPs send updates only to authorized host-MPs.) In case aMigdtl illegitimately
hosts a given data iter or if H continues to host after its lease period of has
expired, other MPs (e.g., relay MPs through which messageatofvnloads ofl would
pass) would inform the corresponding provide-NPPand P would blacklistH. Pe-
riodically, provide-MPs broadcast their list of blackédt MPs. Blacklisted MPs have
to pay double the lease payment the next time they want te ldats items from any
provide-MP, which acts as a deterrent.



Host-MPs make the lease payments to provide-MPs at the tinegpiry of the
lease so that host-MPs can earn revenue from hosting dats fitefore they pay for the
lease. This facilitates seamless integration of newlygdiMPs, which may initially
be unable to make the lease payment. Host-MPs, which faibtcerthe lease payment
at the end of the lease expiry period, are blacklisted, thedeterring malicious MPs
from abusing the leasing system.

Algorithm LEASE_Provide.MP

Spc: Its available memory space

(1) Sort all its data items in in descending order of theierewe-earning
potentialy into a list L.

(2) for each data iterd in L
[* W Fy is d's write frequencyI’ Hw r is the write frequency threshold */

(4) if (sizeq < Spc) [*sizeq is the size ofl */
(5) Fill up its memory space witt

(6) Spc = Spc sizeq

@) if (Spc==0) exit

(8) Create sef€’ L comprising itsunshareddata items
I* CL is the set of candidate data items for lease */
(9) Broadcast the st L to its n-hop neighbours
(10) for each data iterd in C'L
(11) Receive bids from prospective host-MPs, which wishasth
(12)  Arrange the bids in descending order of bid value
(13) Bidsum =0
(14) for each bid3 from host-MP;

(15) Bidsum = Bidsum + 8

(16) if Bidsum < A

(a7) Addi to setHostq

(18)  if setHostq is non-empty

(29) Leasel to the MPs in sef{ ost4 with bid values as lease payment
(20) Initialize setH ost4 by making it a NULL set

end

Fig. 1. LEASE algorithm for provide-MP

4 Algorithms in LEASE

Figure 1 depicts the algorithm for a provide-MP In line 3, write frequencyV Fy

of a data itemd is computed as qw, / 7 ), wherenw, is the number of writes on
andr is the lease period. Write frequency threshBlHyy » is computed as the average
write frequency of all the shared and unshared itemB.itn Line 9 of Figure 1= 3
orn =4 were found to be reasonable values for our applicationas@es (as indicated
by preliminary experimental results). In Line 8's broadcast message contains the



unshared data items and their prices to help prospectivieMiBs to determine their
bid values. In Lines 14-16, the values dbfand 3 are computed by Equations 2 and 3
respectively.

Algorithm LEASE_Host MP
CL;: Candidate data items for lease from provide-MP
Spc: Its available memory space
(1) for each provide-MR
(2)  Receive broadcast message frooontaining items for lease
(3) Addall data itemsiC'L; to a setbigCL
(4) Sort all data items ihigC'L in descending order of
(5) for each data iterd in bigC' L
(6) [* sizeq is the size ofd */
(7)  if(sizeq < Spc)
(8) AdddtoasetBID
9 Spc = Spc sizeq
(20) if (Spc==0) exit
(11) for each data iterd in setBID
(12)  Send the bid o8, to the corresponding provide-MP
(13)  if bid is successful
(24) Obtaind from corresponding provide-MP with, as lease payment
end
Fig. 2. LEASE algorithm for host-MP

Figure 2 depicts the algorithm executed by a hostM B facilitate it insimulating
the choice of data items that it should bid féf.may not necessarily be able to obtain
a lease for all the data items that it bids for since other MBg autbidH, hence itis a
simulation Thus,H greedilysimulateghe filling up of its memory space by data items
with higher value ofy. (y is computed in Section 3). In Lines 12-14, the valugigfs
computed by Equation 3.

5 Performance Evaluation

MPs move according to thirRandom Waypoint Mod§2] within a region of area 1000
metresx 1000 metres. Th&andom Waypoint Modét appropriate for our application
scenarios, which involve random movement of users. A tdtab® MPs comprise 30
data-providers and 70 free-riders (which provide no dd&agh data-provider owns 8
data items comprising ghareditems and 4inshared itemsEach query is a request for
a single data item. 20 queries/second are issued in the rietthe number of queries
directed to each MP being determined by a highly skewed Zgifidution with Zipf
factor of 0.9. Communication range of all MPs is a circle of Ifetre radius. Table 2
summarizes our performance study parameters.

Performance metrics aeverage response tim¢ART) of a querydata availabil-

ity (DA) andaverage querying traffic(QTR). ART equals (1/Ng) ZZVQI (Ty —Ty)),



Parameter

Default value

Variations

No. of MPs QVI\IP)

100

20,40,60,80

Zipf factor (ZF)

0.9

Queries/second

20

Bandwidth between MPs

28 Kbps to 100 Kbps|

Probability of MP availability

50% to 85%

Size of a data item

50 Kb to 350 Kb

Memory space of each MK

1MBto1.5MB

Speed of an MP

1 metre/s to 10 metreg

/s

Size of message headerg

220 bytes

Table 2. Performance Study Parameters
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Fig. 3. Performance of LEASE

whereT; is the query issuing timd}; is the time of the query result reaching the query
issuing MP, andVy, is the total number of queries. ART includes data downloae {i
and is computed only for successful queriBsi equals ({Vs/Ng) x 100), whereNg

is the number of successful queries a¥d is the total number of queries. Queries can
fail due to MPs being switched ‘off’ or due to network paditing. QTR is the average
number of hops per query.

As reference, we adapt a non-economic maddel(No_Lease)since existing M-
P2P proposals do not address economic lease-based maodsls, l[easing is not per-
formed and querying is broadcast-based. As NL does not geeduicentives for free-
riders to become host-MPs, only a single copy of any givea datnd exists at the
owner ofd.

Performance of LEASE: Figure 3 depicts the performance of LEASE using de-
fault values of the parameters in Table 2. Leasing procedcanesinitiated only after the
first 4000 queries, hence both LEASE and NL initially show pamable performance.
The ART of both LEASE and NL increases with time due to the skedtworkload ¢ F’
= 0.9), which overloads some of the MPs that store ‘hot’ d&ms, thereby forcing
queries to incur high waiting times and consequently higil AlRowever, over time,
the economic incentives of LEASE entice more MPs to hostitiatass, thereby increas-



ing the resources (e.g., bandwidth, memory space) in thveonkefor creating multiple

(leased) copies for the same data item to facilitate loddreing as well as reduction
of QTR. Moreover, LEASE considers the connectivity of hibi?s, which further de-
creases its QTR, thereby decreasing ART. In Figure 3b, DAteradly plateaus for
LEASE due to reasons such as network partitioning and ulaéoitity of some of the

MPs.

In contrast, the non-economic nature of NL does not entiedrie-riders to host
data items via leasing, thus the ART of NL keeps increasing tduoverloading of
MPs storing ‘hot’ data items. For NL, DA remains relativelynstant since it depends
only on the probability of availability of the MPs. The QTRrfdL remains relatively
constant as only one copy of any given data itéexists in the network.

Effect of variations in the number of MPs: To test LEASE’s scalability, we varied
the numbetV,,p of MPs, while keeping the number of queries proportionahig p.

In each case, 30% of the MPs were data-providers, the rasg lee-riders. As the
results in Figure 4 indicate, ART increases for both appneaavith increasingv,; p

due to larger network size. At higher valuesgf; p, LEASE outperforms NL due to

the reasons explained for Figure 3.Ag,p decreases, the performance gap decreases
due to limited leasing opportunities, which results in &zgsumber of copies for leased
data items, thereby making the effect of leasing less prentin

1607 EasE = 1007 pasE
NL NL x
120 o
) 60 e
< *
£ 80 g %
< *
40 g K 20
20 60 100 20 60 100
NME{ . Nyp
(a) Average Query Response Time (b) Data Avallability

Fig. 4. Effect of varying the number of MPs

6 Conclusion

We have proposed LEASE, a novel Mobile-P2P lease-base@stoimcentive model,
in which data requestors need to pay the price (in virtualenay) of their requested
data items to data-providers. In LEASE, data-providing itegieers lease data items to
free-riders, who do not have any data items to provide, indiea lease payment. Thus,
LEASE not only combats free-riding, but also entices frielens to host data items,
thereby improving network connectivity due to higher peartigipation. In essence,
LEASE facilitates the collaborative harnessing of limitebile peer resources for
improving data availability. Our performance study shonet t EASE indeed improves
query response times and data availability in M-P2P netsiork
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