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Abstract

Recently global environmentalstudieshave becomevery
importantaroundtheworld. Repeate@bsenrationsof wide
areasof the earthat the sametime males satelliteimages
useful. For understandingearths ervironmentit is nec-
essaryto usea substantialamountof the temporally se-
guencedsatelliteimages.At the Instituteof Industrial Sci-
ence,University of Tokyo, we have beenbuilding a global
ervironmentaldigital library whosemaincontentsareearth
surfaceimagesrom NOAA ernvironmentalsatelliteimages
andGMSimagesrecevedat our institute.

In this paper we describeour satellite image
archive system. We focus on a scalabletape archver
(STA), which is a key componentof our archive system.
We explaintwo orthogonafile/cassetteeplacemenstrate-
gies,declusteringandreplicating,adoptedor the STA and
shaw their effectiveness.After their basicperformanceds
shawvn, we describea performanceanalysisusing access
tracestaken at our archive system.The proposedschemes
namedhot declustering and hot replication, work effec-
tively in our STA in daily operations.

Intr oduction

Recently global ervironmental problemshave attracted
strong attentionaroundthe world. Continuousobsena-
tion over a wide areaof the earthis helpful in understand-
ing ervironmentalchange®f the earthandearthscientists
usually analyzeenormousamountof consecutie satellite
imagesfor this purpose. Satellitedataarchivestherefore
play an importantrole in this process. At the Institute
of Industrial Science University of Tokyo, we have been
building a globalervironmentaldigital library whosemain
contentsare earthsurfaceimagesfrom NOAA (National
Oceanicand AtmosphericAdministration) ervironmental
satelliteandGMS (GeostationarMeteorologicaSatellite)
receved at our institute. We startedthe ingestionof the
satelliteimagesmore than fifteen yearsago. Their total
numberis now around60,000sceneswhich amountto 6
TB.

We have beenstudying the large scaletertiary

storage system named scalable tape archiver (STA) to

storethe satelliteimages[3. We believe that next gener

ation tertiary storageshould employ commodity compo-
nentsas much as possiblein orderto decreasesystems
costs. The STA consistsof a numberof small commod-
ity tapearchiers andtape migration units betweenadja-

centarchvers. It is easyto add elementarchiers, or re-

move them from the systemdynamicallyat the customer
site. The systemautomaticallymigratescassettefrom the

original systemto a newly addedarchier sothatthe sys-
tem,asawhole,will alwaysbeload-balanced.

The STA usestwo orthogonalfile/cassettere-
placementschemesdeclusteringand clustering. Declus-
teringmeangedistritution of frequentlyaccessethpecas-
setteghottapecassettesgvenly over the STA by tapemi-
gration. We call it hot declustering. Clusteringmeans
makingreplicasof frequentlyaccessediles (hot files) and
placing them at the tail of tapes. We call it hot replica-
tion. In hotreplication,replicatedhot files areclusteredat
thetail of tapeswhich could significantlyreducethe seek
cost.Hotdeclusteringlistributeshottapesovertheelement
archivers as evenly as possible,that is, it contribtutesto
equalizethe workloadamongthe elementarchivers. Thus
thedeclusteringandclusteringof hotfiles playsaveryim-
portantrole boostingthe performanceof our system.Both
of theseschemesre basedon the heatof thefile andthe
cassetteape.Theoriginal concepbf heatandtemperature
wasintroducedfor file managementn disk arraysby G.
Copelancktal[10]. G. Weikumetal. extendedheresearch
to dynamicrelocationof dataondisk arrayswhenthefile is
expanded[1]l. As far asthe authorsknow, heat-basedile
relocationresearcthasbeenconfinedto secondargtorage
devices.Becausef themary differencedbetweerdisk ar
raysandtapearchiers,which we will discussin this pa-
per, we have derived our own heatbasedschemedor tape
archvers.

There have beenseveral researchefforts to im-
provethefile systenontertiarystorage S. Christodoulakis
etal. studiedoptimal staticdataplacementn tertiary stor
agelibrariesto minimize tapeexchangesandseeks[4. L.
T. Chenet al. proposedoptimal data partitioning algo-
rithms for a spatialtemporaldatabase[b They alsotried



to rearrangethe fragmentsto reducethe seeklength. B.
K. Hillyer et al. described/O schedulingalgorithmsfor
serpentingtape drives[d. Striping techniquesappliedto
tapearchiversfor theimprovementof bandwidthwereex-
plainedby A. L. Drapeauet al.[7] and L. Golubchik et
al[8]. We proposeda partial migration schemeto move
only a necessaryart of a file from a tertiary storage[9
Thereareseveralstudieson optimizationof tertiaryfile ac-
cesses.As mentionedabove, tapemigration mechanisms
plays a very importantrole for both hot declusteringand
hot replication. However, the previous papershave notin-
vestigatedsuchtape migration systems as far as the au-
thorsknow.

In this paper we first describeour satellite im-
ageryarchve system.Thenwe introducethe STA. We de-
fine heatandtemperaturdor the STA andthenwe shaw the
declusteringand clusteringscheme®f the STA basedon
theheatandtemperatureWe will explaintheeffectiveness
of hot declusteringhroughtapemigrationschemebriefly.
Tapetransportmechanisnusing additionalhardware was
discussedn our previous paper[3. In this paper we will
analyzethe performancef our archiving systemusingthe
traceof around460,000accesseagainstour satelliteim-
ageryarchive systemfrom aroundthe world throughthe
Internet. The simulationstudy shaws that the hot declus-
tering canreduceresponsdime considerably It is more
effective comparedwith cachedisk. In addition,we show
thathotreplicationattapetail canreduceheresponsd¢ime.
Usingthetapedriveswhich canloador ejectatapewithout
rewinding, seektime canbe shortenedtonsiderablywhen
hot files are placedtogetherat the tail of tapes.We simu-
latethebasicperformancef hotreplicationusingsynthetic
data. In additionwe confirm the effectivenessof cluster
ing of hot datausingthe accesgraceof our satelliteimage
databaseHot replicationalsoimprovesthe performancef
STA significantly

Satellite imagery archive system

Figurel1 shows the overview of our satelliteimagearchi-
ing system.Two antennasreusedfor directreceptionof
satelliteimagesfrom NOAA ervironmentalsatellite and
from GMS respectiely. Satelliteimagesareautomatically
recevedabout8 to 13timesadayfrom theNOAA satellite
and24timesadayfrom GMS andtransferredo a SFAR-
Ccenter2000Efile sener during reception. The images
areregisterednto a databasenanagemenrgystentogether
with information aboutreceptiondate and time, satellite
name,obsered area,receving stationname,original im-
agefile name,file size and reducedfile name. We are
alsostartingto archve NOAA imagegecevedatBanglok,
Thailand. Theseimagesare alsotransferedandregistered
into our databaseystem.

The imagesare ingestedinto 8mm-basedSTA.
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Figure 1. Satellite imagery archive system

The digital archive projectstartedin 1994. Very recently
we have procureda D3-basedarchiver. The imagesare
storedredundantly

Ftp,gopherandHTTP senerdaemonsuncontin-
uouslyon thefile sener. In additionto mary researchers
in ecology biology, hydrology, oceanographgnd meteo-
rology, anybody canaccesdo the satelliteimagesthrough
the Internet. ThroughWWW, userscansearchfor the de-
siredimagesby providing the systemwith metainforma-
tion suchas date, time, satellite name,receving station,
obsened point and so on (figure 2). Since CGI scripts
translatethe users queryinto SQL, it is easyto retrieve
desiredmagesfor usersunfamiliar with databassystems.
Throughthis interfaceuserscanaccessll imagesinclud-
ing thoserecevedat Banglok.

Ar chitecture of scalabletape archiver

The scalabletapearchiver (STA) is composedf a num-
ber of small size tape archivers (elementarchivers) and
tapemigrationunits connectingary two adjacentlement
archivers. Figure 3 shows the organizationof the STA
using an 8mm tape jukebox, NTH-200B, as the element
archiver. The experimentalSTA, composedf four NTH-
200B’s, hasalreadybeenconstructechindwe areusingthe
systemto sene the global environmentresearchdatabase.
The NTH-200B hastwo Exabyte8505 tapedrives, tape
handlerroboticsandataperackwith 200slots. It alsohas
a controller for its own tapehandlerroboticsand for the
tapecassettenigrationunit. Thehostcomputeisendsom-
mandsfor holding, releasingandmoving a tapecassettéo
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Figure 3. Scalable tape archiver

thecontrollerandreceivesthestatusof theelementarchiver
throughan RS-232Cport. The tapehandlerroboticstakes
a tapecassettdrom a slot in the rack and loadsthe cas-
setteinto the drive or unloadsa cassetteandreturnsit to
its assignedslot. It alsoplacesor picks cassettefrom the
wagon,whichis usedfor cassett@ass-throughetweerel-
ementarchivers. The Exabyte8505' areconnectedo the
hostcomputethrougha SCSlbus.

Tapemigration mechanisms

Tapecassettenigrationis executedasfollows.

1. Thetapemigrationunitbringsthewagonbackinto the
sourceelementarchier, if thewagonis not currently
there.

Figure 4. Photograph of scalable tape archiver

2. Thetapehandlerrobotin the sourceelementarchiver
takesthe cassetteo migratefrom aslot or adrive.

3. The tape handler robot placesthe cassettein the
wagonof thetapemigrationunit.

4. Thetapemigrationunit transfershe wagonfrom the
sourceelementarchiver to the destinationelement
archver.

5. The tape handlerrobot in the destinationelement
archiver picks up the cassettefrom the wagon, and
placesthe cassetténto the specifiedslot or drive.

Thesestepsare coordinatedso that the counter
weightof thetapehandlerobotdoesnotinterferewith the
movementf thetapemigrationunit.

Heat based performance improvement
schemes

Temperature, heat,and normalized heat

First, we describethe heatand temperaturanetrics[1(.
Heat is the accessfrequeny for a tape or an element
archiver over someperiod of time. The heatof datais
its accesdrequeng, the heatof a tapeis the accumulated
heatof the datain it andthe heatof an elementarchiver
is the accumulatecheatof the tapesin it. The tempera-
ture of datais definedas the heatof datadivided by its
size. Originally, temperaturevas introducedto evaluate
the costperformanceatio of datamigrationin disk arrays.
We cantransfetheatmoreefficiently by choosingdatawith
a highertemperatureln tapearchvers, however, the cost
of eachtape migrationis alwaysthe same,andthe tem-
peratureof a tapeis thereforesynorymouswith the heat
of thetape.In addition,whendifferentarchivershave dif-
ferentnumbersof drives, it is necessaryo normalizethe



heatby dividing it by the numberof drives. As heatis

the abstractiorof the objectload, it shouldbe normalized
dependingon its servingcapability In our experimental
system,initially two drives are available to eachelement
archiver. However oncea drive fails, the servingcapabil-
ity is halved. In orderto handlethis situation,we redefine
its heatastwice the original. Thenthe load balancerde-
tectstheheatimbalanceandstartsto migratehottapego an
elementarchiver which haslower heat,namelyoneswith

higherservingcapability Heatin disk arraysusuallyneed
notbenormalizedsincein generakll thecomponentisks
arethe samekind.

Declustering of hot tapesby migration : Hot decluster-

ing

High accesdocality hindersefficient useof the archvers.
If hottapesareconcentratednafew elementarchvers,the
hotelemenfarchiversmayreceve too mary tapeaccesse-

guestdeaving thecold elementarchiversunderutilized.To

reducethe concentratiorof accesseandto improve effi-

cientuseof theresourcesit is necessaryo scatterthe fre-

guently accessedapesaroundthe STA. For this purpose,
two loadbalancingmechanismspregroundmigrationand
backgroundnigrationareintroducednto the STA.

Foreground migration. When a newv accessequestis
issuedfor a tapein an elementarchiver whereall drives
arecurrentlyin use, migratingthe requestedapecassette
to anotherelementarchver which hasa free drive canre-
duce the responsetime significantly We call such mi-
gration foreground migration. Thereare several alterna-
tivesfor selectingthe destinatiorarchiver. In [3], four ba-
sic destinationselectionpolicieswere examined: random,
spacebalancing heatbalancing.anddistanceminimizing.
In order for this paperto be self-containedthe policies
are briefly explained hereagain. Randompolicy selects
the destinatiorelementarchiver at random. Spacebalanc-
ing selectsthe elementarchiver in which the numberof
tapecassettess smallest. Heatbalancingselectsthe ele-
mentarchiverwhoseheatis lowestandthenearestlement
archiveris selectedn distanceminimizing. We foundthat
therewasno significantdifferenceamongthem. In thefol-
lowing experiments,whenthereare several candidateel-
ementarchiversto which a tapecassettean be migrated,
the elementarchiver thathasthe lowestheatis selectedas
thedestination.

Background migration. Usually the size of the file on
tertiarystoragesystentendsto belarge. In our satelliteim-
agerydatabasasystemgachimagefrom NOAA andGMS
is around100 MB. Thus oncethe readingor writing of
the databegins, it takesarelatively long time to move the
datacomparedvith the tapehandlingtime of therobotics.

During thattime drives are busy but the roboticsareidle.
Whenthe tapehandlerrobotsand migrationunitsin both
the sourceand destinationelementarchivers areidle, we
can migrate tape cassettedetweenelementarchvers so
that the heatof the archivers becomesuniform. We call
such migrations backgroundmigrations. In background
migrationthe cassettés alwaysmigratedfrom theelement
archiverwhich hasmorecassetteto theoneholdingfewer
cassettesWe call the sendingarchiver the sourcearchiver
andthereceving archiver the destinationarchier. A cas-
settefor migrationis selectedasfollows. Whenthe heatof
thesourceelementarchieris higherthanthatof the desti-
nationarchiver, a hottapeis selectedor migration.A cold
tapeis selectedn the oppositecase.

Whenmorethantwo backgroundmigrationscan
be executedat the sametime, the pair of elementarchvers
whoseinventory differs mostis selectedfirst. If thereis
no differencein cassettanventory, then the pair of ele-
mentarchiverswhoseheatdifferenceis largestis selected.
Thereforetwo basicpoliciesfor selectingsourceanddes-
tination; heatemphasizingand spaceemphasizingare ex-
aminedin [3]. The heatemphasizingselectsthe pair of
elementarchiverswhoseheatdifferenceis largestandthe
spaceemphasizingselectsthe pair of elementarchivers
whosecassettanventory differs the most. Even smaller
differencesare detectedbetweenthe policies. Sensitvity
control is alsoan importantissue. If the heatbalanceris
too sensitve to the heatdifference,too mary migrations
occur Suchunnecessarynigration degradesthe perfor
mance.Throughextensie simulationswe determinedhat
backgroundmigration should be invoked if the heatdif-
ferencebetweentwo archiversis morethan20% or if the
differencein numberof freeslotsis greaterthanthree.

Hot data clustering at the tail of atape: Hot replication

Tapedrive with multiple load/ejectzones. Most of the
currentcommerciakapedriveshave to rewind atapewhen
they ejectit becausehe directory information is stored
at the physical beginning of the tape. Thus the time to
rewind the tapeoccupiesa large percentagef total access
time. To solve this problem,tapedrivespossessingnulti-
ple load/ejectzoneshave beendeveloped[1213]. In these
tapedrivesthedirectoryinformationcanbe storedin each
of theload/ejectzones.Accordingly thesetapedrivescan
load andejecttapeswithout rewinding.

Clustering of hot files. If frequentlyaccessediles are
clusterednto adjacenfareasthe seektime canbereduced
significantly But it is difficult to know whetherthe datais

hotor notwhenit is generatedWe adoptthefollowing hot

dataclusteringmethod. During dataloading, the system
doesnotcompletelyfill eachtapewith original data.Some
amountof thetail of eachtapeis resered for thereplicas



Table 1. Smulation Parameters

Element archiver

Numberof elementarchivers 16
Maximumnumberof cassettes

in anelementarchiver 200
Numberof drivesin anelementarchiver 2
Drive
Tapeloadtime 35sec
Seekspeed 25MB/sec
Read/Writespeed 0.5MB/sec
Tapeejecttime 20sec
Tape handler robot and tape migration unit
Robotmove time 2sec
Robotmaove time with holding

andplacingcassette 14sec
Wagonunit move time 9sec

Table 2. Initial tape cassette distribution

ElementNo. 1---5 6 ---11 12 --- 16

Hot Tapes 8..- 8 88--- 88 8.-- 8
ColdTapes 182---182 102---102 182---182

Total 190---190 190---190 190---190

of hotdata.ln ourimplementation20% of thetapeis used
for hot replication. Whenthe tapedrive is free, the hot
dataon cachedisks arereplicatedonto that resered free
area.Normalrequestdave a higher priority thanreplica-
tion requests.This replicationon the tail of a tapeis only
performedwvhensomeof thetapedrivesareidle. A hotfile

can be replicatedonto the tail of ary tapewith available
space.Usually we do not have to load a new cassettdor

replication. The cassettaisedfor the previousrequestcan
be usedfor replication. Thusreplicationcanbe doneeffi-

ciently. We canclusterthe hotfiles on thetail of tapesand
the seektime is reducedconsiderablywhenthe tapedrive
with multiple load/ejectzonesis used.In addition,we can
overwritethereplicasof hotfiles in thatareawithoutmod-
ifying the originalfilesif theaccesdocality changes.

Performance evaluation of hot declustering
throughtape migration

Simulation parameters

To evaluatethe performanceof the STA, we executesim-
ulationsto measureesponsdime, which is definedasthe
time from theissueof arequesuntil completionof reading
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Figure 5. Average response time of initial 50,000 accesses

of therequestedlata. The simulationparametershowvn in
table 1 are basedon measuredaluesfor the experimen-
tal STA usingthe NTH-200B elementarchiversdescribed
in the previous section. We assumehat eachtapehas4.8
GB of datain it. Thesizeof eachfile is 100MB in all the
simulations.Theread/writetime of one100MB file is 200
secondsaccordingly the minimal cycle time is 479 sec-
ondsg on average. Theintenval time of requestarrival de-
pendson a negative exponentialdistribution. Becausehe
destinationelementarchiver shouldhave a vacantslot for
the migratedcassettewe selectedd5% asthe load factor
The STA consistof sixteenelementarchivers. Theaccess
locality follows an 80/20rule, thatis 80% of the accesses
areto 20%of thetapes.Theinitial distribution of thetapes
in the STA is shavn in table2. The distanceof eachfore-
groundmigrationis limited to five elementarchiversand
that of eachbackgroundnigrationis limited to oneunless
slatedotherwise.

Effectivenessof foreground and background migration

Figure5 shows the averageresponsdime after 50,000ac-
cessedrom the initial tapedistribution. Comparedo the
result of no migration, responsdime is significantly re-
ducedwhenonly foregroundmigrationis introducedinto
the STA. The backgroundmigration mechanismfurther
improves the performance. When only foreground mi-
grationis employed, the responsdime sharplyincreases
while it moderatelyincreasedor the stratgyy with both
foregroundandbackgroundnigration. This is becausg¢he
foreground migration doesnot care about spacebalanc-
ing. Busyarchiversmigratehot tapesto theidle archvers.

1Robotmove time + robotmavetime with holdingandplacingcassette
+ drive setuptime + averageseektime + read/writetime + averageseek
time (for rewinding) + tapeejecttime + robot move time + robot move
time with holdingandplacingcassette)
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Sincethereis no backgroundnigration,free spaceon cold
archivers can easily becomefull. Onceit becomedull,
foregroundmigrationshardly occur If backgroundmigra-
tion in additionto the foregroundmigrationis employed,
the load balanceretectsthe spaceimbalanceandthe mi-
grationof cold tapefrom a cold archiver to a hot archiver
is immediatelyinvoked. This increaseshe performance.
Figure 6 shows the number of foreground and
backgroundmigrationscorrespondingdo figure 5. As the
arrival rate increasesthe numberof migrationsalso in-
creases. However the number of foreground migration
startsto decreasefter a certainarrival rate. This is be-
causefor suchhigh requestarrival rate, mostof the drives
are busy servingrequestdrom its own elementarchver,
andcannotsene therequestgrom the otherarchivers.
Figure 7 shaws the averageresponsdime at in-
tenals of 2,000accessesvherethe requestarrival rateis
126requestperhour. Usingbackgroundnigrationmakes
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Figure 8. Number of migration for intervals of 2,000 ac-
cesses

it possibleto trackthe changingof accesdocality quickly.
It can be seenthat corvergenceis morerapid. Figure 8
shavs the numberof migrationsfor the samehorizontal
axis. In thestratgy usingbothforegroundandbackground
migrationsyeryfrequentackgroundnigrationsoccurring
early contritute to the heatbalancing.On the otherhand,
in the foreground-onlystrateyy the responsdime at first
increasesa lot andthereafterslowly corvergesto around
600 seconds.This happendor the following reason.Be-
causeinitially every elementarchiver has enoughempty
slotsto accepthein-migratedcassettedpregroundmigra-
tion workswell. However, afterawhile, all theemptyslots
in the cold archiversare usedup. Thatis, hot tapesoc-
cupy the free slotson the cold elementarchvers closeto
the hot archivers, sincethe cold elementarchivers accept
all the hot tapestransferredoy foregroundmigrationbut it
is infrequentthatthecold archiver with fewer hottapesmi-
gratescassettebackto thehotarchivers. Thusthecoldele-
mentarchversnolongerhave ary emptyslotto accephewn
cassettesDueto this, theresponsdime increasegndthe
numberof foregroundmigrationsdropsdown until around
4,000accessedAfter that,the STA slowly corvergesto the
stablestate. This is causedy the migrationfrom the cold
elementarchier without vacantslotsto the hot archivers.
But this migrationis very infrequentsincecold archivers
containonly a few hot blocks. Thusthe corvergenceis
muchslower thanin the stratgy with backgroundmigra-
tion.

On the other hand, when both foreground mi-
gration and backgroundmigration are employed, back-
groundmigrationcanproduceemptyslotsin coldarchiers
by transferringback a cassetteto a hot archiver with
mary empty slotsthroughthe spacebalancingtechnique.
Thus backgroundmigration significantly accelerategon-
vergence.
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with hot declustering

Performanceevaluation of hot replication
Simulation parameters

In this section, we evaluatethe performanceof the hot
replicationscheme The simulationparametersf STA are
thesameasin the previouscase We assumehatall of the
drivescanload/ejectapeswithoutrewinding. Two kindsof
data,hot dataandcold data,arestoredin the STA andthey
follow the90/10rule. Thesizeof eachdatais 100MB. The
capacityof eachtapeis 7 GB and 4.8 GB spacefrom the
beginning of eachtapeis usedfor original dataandthetail
areais usedfor the replicasof hot data. At the beginning
of this simulation,the hot datahasalreadybeenreplicated
andno replicationis executedduringthe simulation.

In this simulationwe adoptthefollowing schedul-
ing algorithms. First we try to find the elementarchiver
which hasa free drive andthen determinethe tapewhich
recevesthe largestnumberof servicerequestsAll there-
guestdssuedor thattapearescheduledo minimizetheto-
tal seekandaresenedatonetime. If theelementarchiver
possessingnidle drive hasno tapeto be sened, the tape
receving thelargestnumberof waitingrequestén theother
elementarchier is migratedand sened. Here,the fore-
groundmigration mechanismis also expectedto help hot
replication. Whenthe requestgo hot files are accessed,
replicasareaccessethsteadof originalfiles.

Effectivenessof hot replication

Figure9 andfigure 10 shov the averageresponséime of
50,000accessefom thebegginningof thesimulationin the
casewherehot declusteringis emplgyed andin the case
where hot declusteringis not emplgred. Eachcasehas
threelines: thefirst curveis thecasefor noreplication. The
seconds the casefor replication. By employing hot repli-
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Figure 10. Average response time of initial 50,000 accesses
without hot declustering

cation,theresponséimeis muchimproved. Thelastcurve
is denotedas“No Cold Access”. In the first two curves,
90/10rule is employed, but in the last curve 100/10rule
is adopted. Thatis, all the requestsare givento hot data,
which meansseekis minimized. Thusthethird curve can
beregardedasanupperbound. For 90/10distribution, the
performancef hotreplicationapproachethethird curve.

No matterwhetherhot declusterings employed
or not, it is shawvn thathot replicationcanlargely improve
theperformanceThe averageseekiengthis reducedmuch
whenthe requestarrival rateis low and high. Whenthe
requestarrival rateis low, the elementarchiversalmostal-
ways have an idle drive andthe requestsare sened one
by one. In this situationthe replicasarealwaysaccessible
andthenthe seeklengthis shortened. The differenceof
the seeklength betweenthe casewherethe hot files have
replicasandthe casewith hotreplicationandwithoutrepli-
cationis around1L000MB?2. It takes40secondo seek1000
MB. This correspondso thedifferenceof responsdime at
thesamerequestrrival rateatfigure 9 andfigure 10 when
therequestarrival rateis 36 requestgperhour.

Figure11 andfigure 12 alsoshow the averagere-
sponsdime for 50,000accesseffom the beginning of the
simulationin the casewherehot declusterings employed
andcasewherehotdeclusterings notemployed. The sim-
ulationparameterin thesefiguresarethe sameasthoseof
figure 9 andfigure 10, exceptfor the size of the archived
file. In thesesimulationsthe size of eachfile is 20 MB,
whichis the averagesizeof compresse®MS satelliteim-
ages. In thesesituationshot replicationis more effective.
The seektime occupiesa large part of the responsdime
becausehe read/writetime is small whenfiles are com-

2The seekspeedf Exabytedrive is 25 MB/sec,which is muchfaster
thanthereadspeed.5 MB/sec
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Figure 12. Average response time of initial 50,000 accesses
without hot declustering

pressed. Hot replication reducesthe averageseektime.
Accordingly hot replicationcanimprove the performance
furtherwhenthesizeof archivedfilesis smaller

Performance evaluation with accesstrace of
satellite image database

Satellite imagedatabasesystem

The earthsurfaceimagesfrom satelliteNOAA have been
receved for aboutfifteen yearsat the Institute of Indus-
trial Science University of Tokyo since 1983 andthe re-
ceptionof the imagesobsened by satellite GMS was be-
gunin 1995. All of the receved imagesare storedin
our experimentalSTA which senes requestsfrom earth
scientistsat Japaneseiniversitiesand also from interna-
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Figure 13. Distribution of requests for satellite image
database

tional users.Currently29,800imagesfrom NOAA, which
are3 TB in sizeand 29,000imagesfrom GMS, 3 TB in
sizearearchived. A commerciaRDBMS manageshein-
formationrelatedto the archived imagessuchas satellite
namesfile namesandsizesof archvedimagesfile names
of thereducedmagegqcalledquick look imagedor brows-
ing storedon disk array). The RDBMS is connectedo
the HTTP sener sothatall of theimagescanberetrieved
throughthe Internetvia World Wide Web (WWW). The
HTTP sener invokes CGI scriptsto make inquiriesto the
DBMS, to retrieve theimages to displaythe imageinfor-
mation,to migrateimagesfrom tapesto disks,to sendim-
agedo clientsandsoon. Currentlyonly thesitesconnected
by wide bandnetwork suchasATM arepermittedto access
theoriginalraw imagebecausef their size. However, ary-
bodycanaccesgo the quick look imageson the disk array
throughtheInternet. They arealsoavailableby gopherand
ftp.

Accesdrace log

Figure 13 shaws the distribution of accessequestdor the
quick look imageson our satellite image databasdrom
April 1996 to October1998. The total number of re-
guestds about461,000which consistsof 49,000requests
throughftp, 215,000throughgopherand 197,000through
WWW approximately Thehorizontalaxisin figure 13rep-
resentghe elapsediayssinceApril 1st,1996. Thevertical
axis denoteghe logical file addressesA dotin thefigure
represent&n accesgequest.Theimagefiles aregrouped
into two subgroupgor NOAA andGMS andarenumbered
in theorderof theirreception. TheNOAA imagesarenum-
beredfrom 0 to 29,799andthe GMS imagesfrom 29,800
t0 58,636.

We foundthatmostrequestdall into two classes.
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Figure 14. Number of requests per day for satellite image
database

Oneof themis agroupof requestsssuedfor thelatestim-
agesjust aftertheimagesarereceved. This groupis rep-
resentedy thetwo linesin figure 13. The otheris agroup
of requestsvherea few clientsaccessea seriesof image
filesin a shortperiod. This causesa sequentiabccesgo
alot of archvedimages. In figure 14 they are shovn by
verticallines. Figure14 indicatesthenumberof theaccess
requestsper day. Thereare somedayswhen more than
10,000requestsverereceived. Most suchbusydayscorre-
spondto theverticallinesin figure 13. The accesdocality
of therequestdor our satelliteimagedatabasés shovn in
figure 15. The curwve following 70/30rule shovn in [10]
is alsoindicated. In our satelliteimagedatabaseapproxi-
mately70%of therequestsredirectedat 30%of thedata.
However, thereis a differencebetweenthesetwo lines.
The curve shavn in [10] indicatesthat the hottestdatare-
ceive muchmorerequestsQursatelliteimagedatabasbas
milder distribution.

Performanceevaluation of hot declusteringusingaccess
trace

Simulation parameters. We performedsimulationsto
evaluatethe performanceof the declusteringschemesis-
ing real tracesagainstthe satellite image database. In
thesesimulations,we assumehat the accessequestgor
thequicklook imagesareissuedagainsthe corresponding
original satelliteimages. The distribution of the requests
for the quick look imagess not necessaryhe sameasthat
for theoriginalimages.However, we assuméhatthesgwo
distributionsdo not differ much. Eachoriginal datahasits
own reducedimageand somecharacteristicsuchasthat
the mostrecentimagesreceve the mostrequestsandthe
seriesof imagesobsened at a certainperiodareaccessed
togetherarecommonto bothcases.

Requests of Satell
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02 f
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Figure 15. Access locality of satellite image database
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Figure 16. Average response time of requests for satellite
image database

In thesesimulationsjn additionto the461,000re-
guestsria WWW, gopherandftp, wealsosimulatedaround
28,000write requestgausedy thenewly recevedimages.
Thus the total numberof the requestsssuedfor STA in
thesesimulationsis 489,000. As for the requestarrival
rate, sincethe file size of the quick look imageis much
smallerthanthat of the original image,we simulatedthe
low traffic situationby expandingthe intenal of the re-
guestsWe call this degreeof expansiori‘'slow down ratio”.
Thelocationof imagefiles ontapess equalamongthereal
archiversandthesimulations.All filesaredividedinto two
groups NOAA filesandGMSfiles, basedntheirobsera-
tion satelliteandthey arestoredseparatelghronologically
The NOAA files are storedon 570 tapes. The first 548
tapesarell12mlong (5 GB capacity)without compression
andthe restof themare 160mlong (7 GB capacity)with
compression.The GMS files are storedon 94 160mlong
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Figure 17. Cache hit ratio of requests for satellite image
database

tapeswith compression.Compressions not very helpful
for NOAA, is usefulto the GMS data. We assumedhat
NOAA datais not very compressibleassigninga value of
0.66to it, but GMS files, beingmore compressiblewere
assigned valueof 0.2.

The STA consistsof four NTH-200B element
archivers. In the initial situation, the tapesstoring the
NOAA files are placedon the first, secondand third ele-
mentarchiersandthosefor the GMS files areplacedon
the fourth elementarchiver. We also executethe simula-
tion in the casewherethe systemincludesa 40 GB cache
disk. Thetransferrate of the cachedisk is 10 MB/secand

it follows anLRU datareplacemenpolicy. The parameters

of archiversarethe sameasthoseshown in tablel.

Simulation results. Figure 16 shavs the average re-
sponsdime of 450,000accessefom theinitial state.The
horizontalaxis shavs the slowv down ratio, the ratio to ex-
pandtherequesinterval time. Regardlesof the existence
of the cachedisk, tapemigrationis significantly effective
reducingthe responsdime. It canbe seenthathot declus-
tering canreducethe responsdime to onethird of that of
non-hotclusteringcase. Tapemigrationis muchmore ef-
fective in reducingthe responsédime thanthe cachedisk.
Figurel17 shovs therelationbetweerthe size of the cache
disk andcachehit ratio. Thehit ratio saturategjuickly. We
canseethat40 GB cachedisk is suficiently large. Even
with alarge cachedisk, we cannotreducethehit ratio, thus
cannotimprove the responseime. In short,hot decluster
ing throughtapemigrationis moreeffective thanthecache
disk. In addition, using both the tape migration and the
cachedisk togetherfurtherimprovesthe averageresponse
time.

Figure 18 representghe total numberof migra-
tionsduringthesimulation. The numberof foregroundmi-
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Figure 18. Number of migrations by requests for satellite
image database
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Figure 19. Average response time for intervals of 20,000
requests for satellite image database

grationsis small whenthe requestarrival rateis low, that
is, whenthe slowv down ratio is high becauseéhe STA re-

ceivesa new requestinfrequently When the requestar-

rival ratebecomesigh, thatis, whenthe slow down ratio

is small, foregroundmigrationsoccurredmorefrequently

which contrikute to the performanceimprovement. The
numberof backgroundnigrationsalsoincreasessthere-

guestarrival rate becomeshigh becausehe background
migrationsare executedto compensatdor the spaceim-

balancecausedy theforegroundmigrations.

Figure 19 shavs the averageresponsegime for
intervals of 20,000requestsvhenthe slow down ratio is
five. In the periodaround1200thday, the periodaround
2000thday andthe period after 3000thday, the response
time is very large whenhot declusterings not employed.
At thesetimes,thetapemigrationmechanisnsignificantly
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Figure 20. Number of migrations for intervals of 20,000
reguests for satellite image database

decreasethe averageresponsdime, while the cachedisk
is not effective. Thoseperiodscorrespondso the vertical
linesshawn in figure 13, which meanghatmary consecu-
tivefileswererequestedThusthecachediskdoesnotwork
well. Ontheotherhand thosefilesarestoredconsecutiely
over se/eraltapesandsuchtapesarestoredin the sameel-
ementarchiver. Thusforegroundmigration,throughwhich
adjacentrchivers’ drivescanbeused helpsto improve the
performance Around 2500thday; the migrationis not ef-
fective while the cachedisk reducegheresponsdime. At
thistime,asmallnumberof files, especiallythelatestones,
arerequestedepeatedlyThus,cachedisk ratherthantape
migration,workswell.

Figure 20 shavs the numberof the tape migra-
tionsfor intervals of 20,000requestsvhenthe slow down
ratio is five. A lot of foreground migrations occurred
around1200th,2000thand 3000thday. They reducethe
responsdime. Many backgroundnigrationsareexecuted
at the begginning of the simulation,which helpslargely to
resole initial heatimbalanceby equalizingtapesin each
elementarchiver. After that, the numberof background
migrationschangesroportionallyto the numberof fore-
groundmigrations.The samephenomenoiis foundin fig-
urel8.

Performanceevaluation of hot replication

Simulation parameters. In this section,we evaluatethe
performanceof hot replication schemeusing the access
traceof 489,000requestgssuedfor quick look imagesin
our satelliteimagedatabase We assumedhat every tape
drive canload/ejectatapewithout rewinding. In this simu-
lation, All of the NOAA files andthe GMS files arestored
in 160m (7 GB) tapes. The first 5 GB areasare usedto
storethe original dataandthe remaining2 GB at the tail
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Figure 21. Average response time of 450,000 accesses with
hot declustering
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Figure 22. Average response time of 450,000 accesses
without hot declustering

of the first 548 tapesstoringNOAA files areresened for
replicasof hotfiles. At thebeginningof the simulation,the
NOAA filesandGMSfiles recevedbeforeApril 1st,1996
arestoredonthetapes.

Therearenoreplicasof hotfiles atthe startof the
simulation. During the simulation, after the file hasbeen
accessedive times, it is regardedashot. The hot file on
the cachedisk is replicatedonto the tail of the tapein an
idle drive. Thereplicasmustbeafterthe5 GB pointonthe
tapes.The hot dataarenot replicatedonto tapeswhich do
nothave atleast5 GB of data.To minimizethereplication
cost, thereplicationdoesoccurwhenthe candidatefile is
not on cachedisk or whenspacefor replicationcannotbe
found ontapesn idle drives. The otherparametergrethe
sameasthosedescribedn the previoussection.
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Figure 23. Average response time for intervals of 20,000
reguests with hot declustering

Simulation results. Figure21andfigure22 show theav-
erageresponsdime of 450,000requestsrom the initial
statewith andwithouthotdeclusteringespectrely. In both
figures,we compareahe systemsvhichinclude40 GB disk
andthe systemwith only 300 MB. The hot replicationre-
ducegheresponséime regardlesof tapemigration. It can
be seenthat hot replicationreducesthe responsdime by
30 ~ 50% dependingon the slow down ratio for the non-
hot declusteringcase(figure 22). By employing both hot
clusteringandhot replication,we canfurtherimprove the
performanceasshawvn in figure 21. Using hot replication
in additionto thecachedisk canfurtherimprove theperfor
manceevenif the sizeof the disk cacheis sufiicient. The
performanceémprovementof hot replicationis notsolarge
comparedvith theresultsobtainedusingsyntheticdatain
the previous section. This is dueto thefactthataccesdo-
cality is ratherweakin the real accesdrace. We cansee
thatthe hot replicationis moresensitve to accesdocality
comparedvith hotdeclustering.

Figure23andfigure24 shav theaverageresponse
time for intervals of 20,000requestsvith andwithout hot
declustering. The slow down ratio is setto five. These
figuresalsoprove thathot replicationcanimprove the per
formanceof the STA regardlessof the existenceof cache
disk andtapemigration. We canseethattheresponsdime
with hotreplicationis almostalwayslower thanthatwith-
outhotreplication,which meansotreplicationis usefulin
improving performance.

Conclusion

In this paper we describedour satelliteimageryarchive
systemusing the STA and examinedthe effectivenessof
the clusteringanddeclusteringscheme®f hot files in the
STA throughextensie simulationsby injectingtherequest
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Figure 24. Average response time for intervals of 20,000
reguests without hot declustering

log of morethan460,000actualaccessesTheserequests
areroughly divided into two categories,requestdor latest
imagesandfor consecutie accesses.

The STA canhandlethe requestsrery efficiently.
Hot declustering throughtapemigration significantly im-
provesthe performance.Foregroundmigration and back-
groundmigrationworks well to equalizethe workload on
the system. Newly injectedhot imagesare automatically
placedso that the systemas a whole is balancednstead
of just placing it at the headof empty slot list. The hot
replication methodalsoimprovesthe performancey ex-
ploiting accesdocality, suchasfrequentaccesseto cloud
freeimages.It reduceghe seekcostby clusteringthe hot
files atthetail of tapes.It wasshavn thathot declustering
is moreeffective thancachedisk.

Hot declusteringis also very effective for batch
accesdo a seriesof images. Requestedassettesre dy-
namically migratedto inactive drives of adjacentelement
archivers. Thusthe requestanbe senedin parallelby
activating multiple drive units, which was madepossible
by cassettenigrationmechanism.

Hot declusteringcanreducethe responsdime to
10% of thatof the systemwithout hot declusteringat max-
imum. Hot replicationimprovestheresponsdime by 30 ~
50% dependingon the requestarrival rate. By employing
both,we canconsiderablymprove the performance.
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