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Abstract

In terms of the storage consolidation of the cluster com-
puting systems, Storage Area Network (SAN) plays a sig-
nificant role. Although SAN has already become an im-
portant tool in the business field, the current generation
SAN based on Fibre Channel (FC) has some demerits,
such that it is considerably expensive, the number of FC
engineers is small, and so on. The next generation SAN
based on IP is expected to remedy those problems. iSCSI
is a hopeful standard of IP-SAN.

iSCSI has a structure of multi-layer protocols. A typi-
cal configuration of protocols to realize the system is; SCSI
over iSCSI over TCP/IP over Ethernet. Thus, in or-
der to improve the performance of the system, it is in-
evitable to analyze the complicated behavior of each layer
precisely. In this paper, we present an IP-SAN analy-
sis tool that monitors iSCSI layers from various points of
view. Performance improvement of sequential access to
IP-storage is achieved under some conditions, using this
analysis tool.

1 Introduction

PC/WS cluster, a system connecting a large number
of computers with a high-speed LAN, is used in the field
of high performance computing[1][2][3]. A mass volume
of data is processed in those clusters, for example, in
databases and data mining applications[4][5].

However, it is not efficient to execute such data-
intensive applications in a shared-nothing system, which
has neither shared memory nor shared storage. A large
amount of data must be transferred through the network
in such a case. More serious problem is its management

costs. As the size of system grows and the volume of data
processed in the system becomes huge, it is extremely dif-
ficult to manage the data dispersed among a large number
of storage units. Although the hardware of the system
becomes inexpensive as the computer and storage tech-
nology advances, its management cost is not negligible
anymore.

In order to consolidate the back-end of the system,
Storage Area Network (SAN) is introduced[6]. The man-
ageability of the storage improves greatly by the deploy-
ment of SAN. An overview of the system with shared stor-
age using SAN is shown in Figure 1. In this figure, the
conventional cluster that has only Direct Attached Stor-
age (DAS) is also presented. In the DAS case, storage
connected to another node can only be accessed through
LAN and the node, which tends to become a bottleneck
of the system. Compared to DAS, SAN provides better
manageability of the system as well as better performance.

Although SAN has already become an important tool
in the business field, the current generation SAN based on
Fibre Channel (FC)[7][8] has some demerits, for example,
it is considerably expensive, the number of FC engineers
is small, and so on. The next generation SAN based on
IP is expected to remedy those defects. iSCSI is a hope-
ful standard of IP-SAN, which is approved by IETF in
February 2003[9][10][11][12]. It encapsulates SCSI proto-
col into TCP /IP working on Gigabit/10Gigabit Ethernet.
Since the TP-SAN is based on the commodity technolo-
gies such as TCP/IP and Ethernet, it has an excellent
cost /performance ratio, and thus it will be widely used in
the near future.

Because iSCSI has a structure of multi-layer pro-
tocols, it is difficult to improve the system perfor-
mance without analyzing the behavior of each layer pre-
cisely. Although iSCSI systems are discussed in some
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Figure 1. DAS and SAN

literatures[13][14][15], they do not analyze each layer of
the iSCSI protocol. In this paper, we have developed an
iSCSI analysis tool, and performance improvement of se-
quential access to IP-storage is achieved using this tool.
Sequential read is important operation for SAN, because
it is used for the backup of the system and some data-
intensive applications like data mining.

The rest of the paper is organized as follows. In Sec-
tion 2, iSCSI protocol and its format are presented. Our
iSCSI analysis tool is introduced in Section 3. In Section
4, sequential access to IP-storage is analyzed using the
tool, and performance improvement is achieved in a long-
latency environment. Final remarks are stated in Section
5.

2 iSCSI protocol and its format

iSCSI encapsulates SCSI packets into TCP/IP frame
and transfers through a network. The protocol stack is
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Figure 2. Each layer of iSCSI protocol

SCSI over iSCSI over TCP/IP. In most cases, it is SCSI
over iISCSI over TCP/IP over Ethernet as shown in Figure
2.

The node beginning to access storage beyond the net-
work is called “initiator”, and the node that receives the
request and provides its local storage to the initiator is
called “target”. Both nodes have the multi-layer protocol
as shown in the figure.

SCSI interface is provided to the application. The ac-
cess to the remote storage progresses as follows: The SCSI
commands issued by the application are encapsulated in
PDU of the iSCSI layer, and passed to the TCP/IP layer.
Normally, the data is divided and put into the data field
of multiple TCP segments. The TCP segments are en-
capsulated into the IP datagram, which is put into the
Ethernet packet in turn, and finally transferred through
the network.

At the target side, the received Ethernet packet goes
to the IP layer, which is passed to the TCP layer after
the header is removed. The TCP layer gives this segment
to the iSCSI layer, and then the SCSI command inside it
is taken out and executed finally. For example, if a SCSI
Read command is issued from the initiator, it will reach
to the SCSI layer of the target, and the contents of the
SCSI disk will be returned in response to the command.
In Figure 3, “iSCSI Data-in” Protocol Data Unit (PDU) is
returned from target in response to 32Kbytes SCSI Read
command. In this figure, the sizes of each field in the
TCP/IP header are the case of our experimental system®.

The performance characteristics depend on the behav-
ior of each protocol layer of SAN. It is difficult to achieve
performance improvement unless the behavior of each
layer and the interactions between the layers are clarified.
Because TCP/IP is designed as a general-purpose com-
munication protocol, its performance tends to degrade
drastically when it is used for burst traffic in TP-SAN.
Although it is possible to design a special protocol only
for a storage network, such a proprietary system will not
be widely used. It is inevitable to adopt TCP/IP as a
lower layer of SAN, and the efficient multi-layer proto-
col should be designed. For this purpose, we analyze the

I Timestamp option is used in the TCP header in this figure.
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Figure 3. iISCSI packet processed at each layer

behavior of the complicated protocol layers of the iSCSI
system precisely.

3 iSCSI analysis tool

3.1 An overview of analysistaool

In order to investigate the behavior of each layer when
the iSCSI system is used, we have developed an iSCSI
analysis tool. It is difficult to understand the behavior
of the whole system only monitoring a part of it, since
iSCSI has a complicated multi-layer configuration. Thus,
the tool analyzes the system from various points of view.
It has the following functions.

1. Protocol translation of each layer (SCSI, iSCSI,
TCP/IP)

Visualization of packet transfer
. Monitoring TCP flow control

. Detection of lost packet

Ul W N

. Simple iSCSI storage access generator

Some of these functions are explained in the following
subsections.

3.2 Visualization of packet transfer

In Figure 4, the transferred iSCSI packet is captured
and visualized.

In the TCP/IP communications, the data flow is con-
trolled in the TCP layer using the window size. TCP has
two kinds of window; one is an advertised window and
the other is a congestion window. The advertised window
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Figure 4. Visualization of packet transfer

size is designated in the header of TCP, notified from the
receiver to the sender. The congestion window size is de-
cided in the TCP implementation, contained in the ker-
nel of the sender. The smaller one works as the window
size that controls the data flow. The sender is allowed to
transfer packets as much as this number, without receiv-
ing any acknowledgment (Ack). The transferred packets
and their Acks are visualized in Figure 4. The conges-
tion window size and some events occurred in the TCP
implementation are also shown in the figure. This will be
explained in the next subsection.

3.3 Monitoring TCP flow control

In most cases, the TCP flow control function is im-
plemented in the kernel, and thus, the behavior of the
function depends on TCP implementation in the operat-
ing system. We have developed a monitoring tool of the
Linux TCP flow control mechanism.

The Linux TCP flow control is realized as a state ma-
chine. It has several states including TCP_CA_OPEN,
TCP_CA Recovery, TCP_CA_CWR, and TCP_CA Loss.
For example, TCP_.CA_OPEN is a normal state that
has no congestion, in which the congestion window size
increases step by step. When congestion is detected
by an event such as a packet loss, the state will move
to TCP_CA_Recovery, TCP_CA_CWR, or TCP_CA _Loss.
In those cases, the congestion window size decreases
drastically, and the performance of the upper layer like
iSCSI is severely influenced. The analysis tool shows the
transition of those states, which is marked as “Open”
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Figure 5. An overview of the experimental sys-
tem

(stands for TCP_CA_OPEN) and “CWR” (stands for
TCP_CA_CWR) in Figure 4. The congestion window size
is also shown in this figure.

4 Performance improvement of sequen-
tial access to IP-Storage in a long-
latency environment

4.1 An overview of our experimental system

In Figure 5, our iSCSI experimental system is pre-
sented. This is used for the iSCSI storage access analysis
in a long-latency environment.

Three nodes of PCs are used in the system. They are
used as the initiator and the target of iSCSI, and the
dummy delay node that provides an artificial network
delay. The initiator and the target have 2.80GHz Pen-
tium 4 CPU, 1Gbytes main memory, and Intel PRO/1000
XT Server Adapter as a Gigabit Ethernet card, respec-
tively. The dummy delay has 1.5GHz Pentium 4 CPU,
128Mbytes main memory, and 2 connections of Intel
PRO/1000 XT Server Adapter. Linux 2.4.18-3 is used in
the initiator and the target, and FreeBSD 4.5-RELEASE
is used in the dummy delay node.

As the iSCSI initiator and target drivers, a ref-
erence implementation released from InterOperability
Lab in the University of New Hampshire[16] is used.
This is a reference implementation ver.3 based on the
iSCSI Draft 18. As parameters in the iSCSI specifi-
cation, MaxRecvDataSegmentLength, MaxBurstLength,
and FirstBurstLength are 16,777,215bytes, respectively.
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Figure 6. Throughput of iSCSI sequential read
(default parameters)

4.2 iSCSl performance in a long-latency environ-

ment

The experimental result is shown in Figure 6. The x-
axis is the artificial one way delay inserted by the dummy
delay node shown in Figure 5. “Oms” is a case, in which
the dummy delay node is used but the delay is not inserted
actually, and the real delay time is about 140us in this
case.

The lower line, indicated “iISCSI(UNH) 500KB” in the
figure, is the throughput of the iSCSI sequential read from
the raw device using 500Kbytes block size. The upper
line shows the throughput of the simple socket commu-
nication, which is the maximum limit value of the data
transfer on this connection. The advertised window size
of the receiver is 2Mbytes.

According to this result, the throughput of the iSCSI
sequential read is much lower than that of the socket
communication, and it decreases as the one way delay
increases. The performance deterioration of using multi-
ple iSCSI layers is extremely large in this case. We have
investigated the behavior of each layer using the iSCSI
analysis tool.

4.3 Performance analysisusing thetool

The experiment of data transfer in the previous sub-
section is monitored using the protocol translation func-
tion of the iSCSI analysis tool. Several captured packets
include 32Kbytes SCSI Read command. When an ap-
plication issues a system call like read() function, this is
going through file system, block device, character device,
SCSI driver, and iSCSI driver, and then passed to the
TCP/IP layer. The block size of a system call and the
iSCSI PDU block size are not necessarily equal, depend-
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Figure 7. Throughput of iSCSI sequential read
(using large iSCSI PDU)

ing of the iSCSI implementation. In this experiment, al-
though the application issues 500Kbytes read() function,
it is divided into many 32Kbytes blocks and sent to the
target. In the long-latency environment, this causes long
waiting time, since each block is transferred one by one,
and each cycle of the transfer includes the access delay.

Thus, it is a good idea to enlarge the iSCSI PDU block
size in such a case. Unfortunately, the iSCSI initiator
driver used in this experiment has no option to change the
value. Therefore, we use the Simple iSCSI storage access
generator that produces pseudo iSCSI access traffic. The
throughput with a large iSCSI PDU block size using this
tool is measured. The result is shown in Figure 7.

In this figure, 8 new lines indicated “iISCSI(KI)” are the
throughput when the iSCSI PDU block size is changed.
The rest 2 lines, “Socket” and “ISCSI(UNH) 500KB”, are
the same with the previous case. As this figure shows,
higher throughput is achieved when larger iSCSI PDU
block size is used. The improvement from the default
“iISCSI(UNH)” case is extensively high, especially when
the iSCSI PDU block size is larger than 1Mbytes.

5 Conclusion

As the importance of data-intensive applications in-
creases more and more, storage becomes significant part
of the high performance computing systems. SAN is an
essential mechanism to consolidate a large number of stor-
age units dispersed in the cluster computing systems.
This works for reducing the management cost of stor-
age. While the FC-SAN already plays a principal role in
the business field currently, IP-SAN, the next generation

SAN, is ready to be adopted.

Since the IP-SAN has multi-layer protocols, it is in-
evitable to analyze each layer of the protocols precisely,
in order to achieve higher performance using IP-SAN. An
iSCSI analysis tool is developed, which monitors the be-
havior of each layer of the protocols. We have analyzed
iSCSI sequential access in a long-latency environment us-
ing this tool. Based on the result of analysis, higher
throughput is achieved with larger iSCSI PDU in this ex-
periment. We will investigate various other cases using
this tool.
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