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ABSTRACT

While search engines sometimes return different documents con-
taining contradictory answers, little is known about how users han-
dle inconsistent information. This paper investigates the effect of
search expertise (defined as specialized knowledge on the internal
workings of search engines) on search behavior and satisfaction cri-
teria of users. We selected four tasks comprising factoid questions
with inconsistent answers, extracted answers that 30 study partic-
ipants had found in these tasks, and analyzed their answer-finding
behavior in terms of the presence or absence of search expertise.
Our main findings are as follows: (1) finding inconsistent answers
causes users with search expertise (search experts) to feel dissat-
isfied, while effort in searching for answers is the dominant factor
in task satisfaction for those without search expertise (search non-
experts); (2) search experts tend to spend longer completing tasks
than search non-experts even after finding possible answers; and (3)
search experts narrow down the scope of searches to promising an-
swers as time passes as opposed to search non-experts, who search
for any answers even in the closing stage of task sessions. These
findings suggest that search non-experts tend to be less concerned
about the consistency in their found answers, on the basis of which
we discuss the design implications for making search non-experts
aware of the existence of inconsistent answers and helping them to
search for supporting evidence for answers.
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1. INTRODUCTION

People sometimes conduct complex search tasks [24] where their
information needs are not satisfied by a single search query. Mul-
tiple queries can be required to complete a task even if the task
comprises a single search goal [[13]. Take, as one such example, a
user who queries a search engine about the worst year for droughts
in US history, expecting a single answer. If the engine returned
different search results giving different years as the answer to the
query, this user would be unsure about what the correct answer was
and might finish the task dissatisfied. To fulfill the goal of this
task, more queries would need to be issued and more documents
assessed so that he/she could collect possible years with supporting
evidence and judge the most likely one as the task answer.

The issue in the above example is not limited to relevance |3],
which has been studied for decades, but more complex notions,
like credibility 6], might also play important roles in such intellec-
tual activities. As explained in the literature [26]], the credibility of
information is a subjective quality whose interpretation depends on
its receivers. If users do not understand the underlying algorithms
of search engines, they might trust answers described in top-ranked
documents as credible and finish their task without in-depth explo-
ration. While specialized knowledge of users has been shown to
affect their search strategies and outcome evaluations [[11, 22| 26],
little is still known about how answer inconsistency affects them.

We investigated how users handle inconsistent information found
in search tasks, focusing on search expertise, which we defined as
specialized knowledge on the internal workings of search engines,
as a possible factor affecting user behavior and satisfaction. The
research questions addressed in this paper are: (1) how does the
inconsistency of answers that users find relate to the degree of task
satisfaction that they gain? (2) when do users complete search tasks
where inconsistent answers are found? and (3) how do answers tar-
geted by users change as time passes? To answer these questions,
we selected four tasks comprising factoid questions [4]] where an-
swers obtained through search engines are inconsistent with each
other, extracted answers that 30 study participants had found in
these tasks, and analyzed answer-finding behavior of the partici-
pants in terms of the presence or absence of search expertise.

The main findings from our analysis can be summarized as follows:
(1) finding inconsistent answers caused dissatisfaction for users
with search expertise (search experts), while effort in searching for
answers was the dominant factor in task satisfaction for those with-
out search expertise (search non-experts); (2) search experts tended
to spend longer completing tasks than search non-experts even af-
ter finding possible answers; and (3) search experts narrowed down
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the targeted information to promising answers as time passed as
opposed to search non-experts, whose found answers were still di-
verse even in the closing stage of their task sessions. On the basis
of these findings, which suggest search non-experts care little about
the consistency in their found answers, we discuss the design im-
plications for making search non-experts aware of the existence of
inconsistent answers and helping them to search for supporting ev-
idence for answers.

2. RELATED WORK

Existing studies related to our work fall into the following research
areas: (1) question answering (QA) on the Web, (2) evaluating
search outcomes from the perspective of real users, and (3) under-
standing user-dependent factors that affect search behavior, each of
which is overviewed in turn below.

Question Answering. People often use the Web to find answers to
their questions [[16}17]]. To foster research on systems that directly
return correct answers for a given question, the QA track was held
in Text REtrieval Conferences (TRECs ] from 1999 to 2007. The
most dominant questions used in the TREC 2007 QA track were
categorized into the factoid type, which asked for a fact-based short
answer. As discussed by Dang et al. [4], different documents might
support contradictory answers as being correct. While the main
focus of the QA track was on QA systems, less attention has been
paid to real users, particularly on how they handle such inconsistent
answers during their searches.

Search Satisfaction. Batch-style evaluation, which is based on
relevance judged by assessors, has been reported to produce dif-
ferent results from user-oriented evaluation, in which the effective-
ness of a system is measured through its use by real users [[19}27].
In light of this mismatch, researchers have recently directed their
attention to evaluating search outcomes in more direct ways. Par-
ticularly, predicting user satisfaction from search behavior is be-
coming a trending research topic [1} 9} |14} |20], while the gran-
ularity of satisfaction to be predicted differs from work to work
(e.g., task-level [1] and click-level [[14]). Wang et al. [20] mod-
eled latent satisfaction for individual actions to predict task satisfac-
tion. Their model outperformed state-of-the-art satisfaction predic-
tion models, suggesting the importance of considering fine-grained
actions to predict task satisfaction. Effort expended to complete
tasks has shown to be related to user satisfaction [[7} 8 [25]]. Guo et
al. [8] reported a negative correlation between task satisfaction and
effort features (e.g., the numbers of issued queries and browsed
pages). Time spent completing tasks has also been shown by Xu
and Mease [25] to be negatively correlated with user satisfaction.

User Factors. Much effort has been devoted to analyzing search
behavior logs in order to better understand how users engage in
search activities [2} |10, 11} 21} [22]]. Some analytical studies have
pointed out the effect of user-dependent factors on their search be-
havior. Holscher and Strube [11] analyzed the difference in query
formulation strategies between users with high search skills and
other users. Their analysis showed that the former users used ad-
vanced search options more frequently than the latter. Knowledge
of search domains, or domain expertise, is known to influence the
likelihood of search success [22]. White [21]] investigated how the
beliefs and biases of users affected their search behavior. His sur-
veys, targeting yes-no questions in the medical domain, revealed
that users had the search biases of preferring information affirming
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their beliefs, which led them to settle on incorrect answers about
half the time.

Building on existing research, the present work studies how users
handle inconsistent information. Search tasks comprising factoid
questions were targeted for our analysis. We investigated answers
found by users as well as search effort expended to complete tasks
as possible factors affecting task satisfaction. We analyzed the dif-
ference between users with and without search expertise, in terms
of their answer-finding behavior and satisfaction criteria.

3. DATASET

We adopted as a source of our analysis the publicly available search
logsﬂ of a user study [5]]. Four tasks were selected from this source,
in which inconsistent information existed as the task answers. We
manually checked Web pages that study participants had browsed
in these tasks to identify their found answers.

3.1 User Study

Feild et al. [5]] conducted their study in the fall of 2009, aiming at
predicting frustration of users from their search behavior. Given
the purpose of frustration prediction, all the 12 search tasks in
this study were designed to be difficult to achieve (i.e., they could
not be completed just by browsing a single Web page). As study
participants, 30 people (23 males and 7 females) were recruited
from diverse departments (computer science, English, kinesiology,
physics, efc.) of a university. Each participant was asked to con-
duct seven search tasks one by one, whose ordering was deter-
mined by the Latin square design so as to remove task ordering
effects. The participant’s activities (including issued search queries
and browsed Web pages) were logged with the timestamps dur-
ing each task session. A post-questionnaire was administered after
each task was executed, in which participants reported the follow-
ing items on the basis of their search outcomes: (1) the degree to
which their information needs were satisfied (on a five-point scale:
1 = not satisfied at all; 5 = completely satisfied) and (2) answers
that they found and judged as likely. Further information on this
user study can be found elsewhere [5].

3.2 Task Selection

Three search tasks of the above-mentioned user study (e.g., “Name
three bridges that collapsed in the USA since 2007.”) could be
categorized into /ist questions [4]], which asked for distinct, multi-
ple instances satisfying the information need. These were excluded
from our analysis as users would anticipate the existence of mul-
tiple answers in such tasks. This left nine tasks corresponding to
factoid questions [4]], which asked for a single answer. These tasks
were relevant to our interests as different documents might support
contradictory answers as being correct. We decided, however, to
exclude four of them comprising question templates (e.g., “Find the
hours of the PetsMart nearest [Wichita, KS; Thorndale, TX; Nitro,
WV].”), because different variants for an identical task had differ-
ent answers, which would make our analysis more complicated.
One task whose correct answer was time-dependent (i.e., “How
much did the Dow Jones Industrial Average increase/decrease at
the end of yesterday?”) was also excluded for similar reasons. In
this way, the remaining four tasks were targeted for our analysis:
Drought, Pixels, TV, and Verizon. Table[I]summarizes the descrip-
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Table 1: Task descriptions given to participants of user study.

Task Description

In what year did the USA experience its worst drought?

Drought RN
&M What was the average precipitation in the country that year?

How many pixels must be dead on a MacBook before Apple will
replace the laptop? Assume the laptop is still under warranty.

TV What was the best selling television (brand & model) of 2008?

Verizon What’s the helpline phone number for Verizon Wireless in MA?

Pixels

Table 2: Statistics on task answers found by study participants with
answer samples.

Drought Pixels TV
1930 to 1931

Verizon

800-922-0204

Any pixels ~ Samsung
Answer 1950s 5 pixels LN32B460 800-899-4249
samples 1988 to 1989 Case by case LN52A650 800-256-4646

2001 to 2003 No public policy Sony 1-800-VERIZON

# of answers 33 17 5 7
Cohen’s x 0.75 0.52 0.78 1.00

tions of these tasks given to study participants. As shown at the top
of Table 2] participants did find inconsistent answers in these tasks.

3.3 Answer Extraction

‘While our interests lie in the effect of inconsistent answers on answer-

finding behavior of users, the original logs contained only the an-
swers that participants believed to be most likely. To obtain an en-
tire set of answers that they found through their sessions of the four
targeted tasks, two of the authors independently extracted answer
entities (simply referred to as answers hereinafter) from each page
that they browsed. Note that some pages could have more than one
answer. We excluded search engine results pages (SERPs) from
extraction sources for two reasons: (1) users do not always scan all
titles and snippets in SERPs; and (2) these descriptions are some-
times insufficient for answer evidence due to being short and in-
complete. To make the extracted answers as consistent as possible,
the assessors shared a clear criterion for answer extraction; descrip-
tions in non-SERPs should be extracted if and only if they, at least
partly, answer the task questions listed in Table [T} Table [2] sum-
marizes the inter-assessor agreement scores of extracted answers in
terms of Cohen’s k. When calculating these scores, we regarded
pages from which both (or neither) of the assessors extracted an-
swers as accordantly judged. The score across all four tasks was
0.78, which could be regarded as substantial agreement according
to the literature [15]. A similar tendency was observed for each task
except for the Pixels task, where the score corresponded to moder-
ate agreement (x = 0.52). As can be seen from the samples of
extracted answers in Table [2] the Pixels task did not have common
notation patterns as its answers unlike other tasks, which could be
a possible reason for its comparatively low score. In addition, the
assessors might miss some answers to be extracted as they were
not native speakers of English, which was the language used in the
target pages. To deal with this problem, we decided to use in our
analysis a union of answers extracted by the assessors as the ground
truth of answers that participants found.

4. ANALYSIS

This section describes our analysis on how searchers handle incon-
sistent information. In light of the argument described in Section/[I]
we focused on search expertise as a possible factor affecting their

search behavior and outcomes, where search expertise was defined
as specialized knowledge on the internal workings of search en-
gines. Given the information on participants’ major fields logged
in the original dataset, we regarded those who studied information
retrieval as having search expertise. Hereinafter, we will refer to
users with search expertise as search experts and those without it
as search non-expernﬂ Table |3 shows the assignments of our tar-
geted tasks to study participants. There were 66 task sessions in
total, of which 17 (~ 26%) were done by 7 search experts and 49
(=~ 74%) by 23 non-experts. Participants performed at least two
tasks on average.

When testing significant effects in our analysis, we used the sig-
nificance level of &« = .05. On ground of the small sample size
of our dataset, however, the phrase “a trend toward significance”
is also used when the p-value of a significance test falls within the
range from .05 to .10. Overall, the means of task satisfaction re-
ported by search experts and non-experts were 3.65 and 3.47, re-
spectively. The difference was shown to be insignificant by Welch’s
t-test (t(41) = .704, p = .485), which suggests that both ex-
perts and non-experts felt, on average, almost the same degree of
satisfaction. To explore in detail the effect of search expertise on
answer-finding behavior, we analyzed the relationship between found
answers and task satisfaction (Section[d.T)), the distribution of time
spent finding answers and completing tasks (Section {f.2), and the
change in participants’ targeted answers over time (Section[£.3).

4.1 How do Answers Relate to Satisfaction?

We began by analyzing the effect of search expertise on task sat-
isfaction. As effort expended to complete tasks has shown to be
negatively correlated with search experience [2} 3], we formulated
the following hypothesis on the relationship between search effort
and task satisfaction.

Hypothesis 1 (HI): Increased search effort leads to dissatisfac-
tion with the task regardless of the presence or absence of search
expertise.

Given the characteristics of our targeted tasks, where inconsistent
information was found from different documents, users might feel
dissatisfied when finding different answers. We hypothesized that
search expertise played an important role in the relationship be-
tween answer consistency and task satisfaction. Our second hy-
pothesis is summarized as follows:

Hypothesis 2 (H2): Only search experts show dissatisfaction with
the task when finding many inconsistent answers.

4.1.1 Procedure

We considered two effort features for the hypothesis HI} (1) the
number of issued queries and (2) the number of browsed pages.
As for the hypothesis H2| we designed three features to measure
the answer consistency: (1) the total number of found answers,
(2) the number of unique found answers, and (3) the entropy of
found answers. These three features are calculated as follows: (1)

_ m(a) m(a)
ZaGA m(a), (2) |Al, and (3) ZaeA S wicam@) log, Saicam(@)’

where A is a set of answers found by a user in a session of a cer-
tain task, and m(a) denotes how many times an answer a € A
was found by the user in the session. We calculated these features
for each session in our dataset and used Pearson’s  between each
feature and task satisfaction to test the two hypotheses.

3The term “search” will be omitted if it is clear from the context.



Table 3: Task assignments to participants.

Experts Non-Experts
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Drought v v Y v v Y v v v v v v v v v v
Pixels v v v v v v v v v v o v v v
TV v v v v v v v v v v v v v v v v v v v
Verizon v v v v v v v v oV v v oV v v v v v
Table 4: Features related to search effort and found answers. additional effort.
Experts Non-Experts
Feature mean (SD)  r (p-value) mean (SD) 7 (p-value) 4.2 When Do Users Finish Answer Searches?
# of queries 3.06 (1.39) —.266 (.303) 2.53 (1.23) —.546 (.000) The analysis in Section[d.T|suggested that search experts might ex-
# of pages 4.88(2.23) —.631(.007) 4.02(2.38) —.072 (.625) pend more effort than non-experts to examine the answer consis-
# of total answers  4.18 (3.13) —.380 (.132) 3.53 (2.34) .114 (.435) tency. Aiming at better understanding on how users expend effort
# of unique answers 3.71 (2.76) —.339 (.183) 3.02 (1.84) .181(.213) to complete tasks, we formulated and tested the following hypoth-
Answer entropy 1.69 (0.85) —.458 (.074) 1.59 (0.73) —.021 (.896)

4.1.2 Results

Table []lists the statistics of these features for task sessions grouped
by search expertise. The value on the left of each cell in the table
is the mean (with standard deviation) for the feature values, and
that on the right is Pearson’s r (with p-value) between the feature
and satisfaction. We will first describe the feature trend common in
both user groups. We will then discuss the effect of search expertise
on task satisfaction.

A general trend we found from Table [f] was that the effort features
tended to be negatively correlated with task satisfaction irrespective
of search expertise, which confirms our hypothesis This result
is consistent with the previous work that showed the negative effect
of user effort on search performance [2} 8|]. However, Table [Z_f] also
indicates another finding that the most dominant effort feature de-
pends on the presence or absence of search expertise; the number of
pages significantly correlated with task satisfaction only for search
experts (r = —.631, p = .007), while the number of queries was
significant only for non-experts (r = —.546, p < .001). Search
experts are, by our definition, familiar with the internal functions
of search engines, such as query processing and document ranking.
We conjecture that having such technical knowledge helps them
to formulate effective search queries with less effort than others (as
discussed by Holscher and Strube [[11]]), which may reduce the load
of querying and result in the low effect of the query effort feature.

In contrast to the effort features, which tended to be similar among
the participants, we can observe from Table [4] that the answer fea-
tures seem to affect task satisfaction differently depending on search
expertise. The correlation between these features and task satis-
faction tends to be negative for search experts. In particular, an-
swer entropy showed a trend toward significance for them (r =
—.458, p = .074). For non-experts, however, none of these fea-
tures significantly correlates with task satisfaction. This result sup-
ports our hypothesis H2] on the difference in satisfaction criteria
between search experts and non-experts. A possible reason for
the difference is their degree of trust in search engines. Accord-
ing to an online survey conducted by Nakamura et al. [18], many
general users trust the ranking of search results to some extent
despite insufficiently understanding the underlying mechanism of
Web search engines, which suggests that search non-experts may
have an over-reliance on top documents in the ranking. We infer
that specialized knowledge on search engines prevents search ex-
perts from relying excessively on top documents and encourages
them to examine the consistency of obtained answers by expending

esis on time spent completing tasks:

Hypothesis 3 (HB): Search experts take longer to complete tasks
than non-experts.

4.2.1 Procedure

To test the hypothesis above, we first analyzed how completion
time, which is time spent completing individual tasks, differed be-
tween search experts and non-experts. In addition to completion
time, the following two time-related measures were taken into ac-
count in our analysis to reveal in which phases users spent much
time during their sessions: discovery time, which is time spent
finding the first answer; and remaining time, which is time elaps-
ing from the first answer discovery to the task completion. Note
that remaining time can be obtained by subtracting discovery time
from completion time. Completion time has been reported to be
negatively correlated with task satisfaction [25]]. Shorter discovery
time may indicate better search skills, while remaining time may
reflect the degree to which users care about their found answers.
We calculated these three measures for each session and compared
the difference in the time distributions of each measure between
search experts and non-experts. Welch’s ¢-test was applied for test-
ing whether two distributions were significantly different.

4.2.2 Results
Figures [I(a)] [[(b)} and show the histograms of task sessions

with respect to completion time, discovery time, and remaining
time, respectively. The top and bottom histograms in each figure
represents the session distribution for search experts and search
non-experts, respectively.

We can find from Figure [T(a)] that search experts tended to spend
longer completing the tasks than non-experts. More specifically,
about half of the sessions by search experts lasted for more than 10
minutes, while less than one quarter of the sessions by non-experts
lasted as long. Welch’s ¢-test revealed that the completion time was
significantly longer for search experts than non-experts (£(24) =
3.29, p = .003), which supported our hypothesis H3] We plot the
histograms of discovery time in Figure[T(b)|to better understand the
reason for the search experts’ long sessions. While search experts,
on average, found the first answers faster than non-experts, Welch’s
t-test did not reveal a significant difference in the time distributions
between these two groups (£(20) = —.985, p = .337). As shown
in Figure[T(c)] our analysis on remaining time revealed that search
experts tended to spend longer completing tasks than non-experts
after finding the first answers, which was shown to be significant
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Figure 1: Histograms for number of sessions w.r.t time spent finding answers.

by Welch’s t-test (£(21) = 2.24, p = .036).

Our main finding from the analysis above is that search experts
tended to spend longer completing tasks than non-experts primarily
due to the relative increase of remaining time. Cautious attitudes
by search experts can be inferred from this result. That is, they
did not seem to finish search tasks just by finding possible answers.
Taking into account the expert-specific characteristic reported in
Section A1) (i.e., the negative correlation between answer entropy
and task satisfaction), we conjectured that search experts spared
more time and effort to find evidence that supported the answers
they had found.

4.3 How do Users Change Targeted Answers?

The analysis results in Section ff.2] suggested the possibility that
search experts spent a long time finding evidence that supported
their found answers. To confirm whether this conjecture was cor-
rect, we investigated the change in answers targeted by users over
time. The following hypothesis was tested in this investigation:

Hypothesis 4 (I-E): Search experts narrow down the search scope
of answers as time passes.

4.3.1 Procedure

To grasp the temporal trends in found answers, we categorized
them into the following two classes: submitted answers, which con-
tained answers that users found and submitted as their responses for
the post-task questionnaire; and ignored answers, which contained
answers they found but did not submit. The ignored answers for a
session were extracted by eliminating the submitted answers from
all the answers found in the session. For each of these classes, we
measured how the corresponding answers were found in the early
and closing stages of sessions in the following manner. First, we
treated a sequence of browsed pages, except SERPs, in each ses-
sion in chronological order as the early stage and those in reverse
chronological order as the closing stagg’} Then, we calculated nor-
malized Discounted Cumulated Gain (nDCG) for the sequence
of each stage by regarding pages with answers belonging to the
class as relevant. Note that a session receives a high nDCG score
when answers of the targeted class are frequently found in the tar-
geted stage. We applied paired ¢-test to test whether nDCG scores
significantly differed between the early and closing stages.

4.3.2 Results

We show the mean nDCG scores for the early and closing stages
in Figure [2| The results for submitted answers are shown in Fig-
ure 2(a)] while those for ignored answers in Figure [2(b)] The error

*We also tried dividing browsed pages into the two stages with
some empirically defined cutoffs and obtained similar results,
which are omitted from this paper due to space limitations.
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Figure 2: Changes in targeted answers over time.

bar on each bar chart represents the standard error of the mean.

As shown in Figure [2(a)] we observed a common trend between
search experts and non-experts for submitted answers; the mean
nDCG score tended to increase as time passed for both user groups
(from .514 to .652 for search experts and from .444 to .591 for
non-experts). These changes were shown by paired ¢-test to be an
increasing trend toward significance for search experts (£(16) =
1.75, p = .099) and to be a significant increase for non-experts
(t(48) = 3.50, p = .001). As for ignored answers, on the other
hand, we observed different trends between search experts and non-
experts as shown in Figure 2(b)} the mean nDCG score tended to
decrease from .646 to .548 for search experts while tended to in-
crease from .504 to .609 for non-experts. Applying paired ¢-test
revealed the decrease for search experts as insignificant (¢£(16) =
—1.26, p = .225) and the increase for non-experts as significant
(t(48) = 2.07, p = .044). These results indicated that only search
experts tended to search for documents with submitted answers
more intensively than those with ignored answers at the closing
stage of their sessions, which supports our hypothesis Hd]

We inferred from these findings that search experts may attempt
to find other sources that supported answers that they had found
to date by narrowing down the scope of searches to these answers.
This behavior could also be interpreted as a sign of their cautious
attitudes to found answers, as was described in Section In
contrast, our results also suggested that search non-experts seemed
to search for any kind of answer, irrespective of its class, even in
the closing stage of their sessions. The difference between search
experts and non-experts may imply that search expertise affected
whether and how users validated their found answers, which is dis-
cussed in more detail in the remainder of this paper.

S. DISCUSSION

We have shown that the absence of search expertise leads users (1)
to judge task satisfaction mainly by search effort that they expend,
(2) to finish search tasks without in-depth exploration, and (3) not
to narrow down the targeted information to promising answers even
in the closing stage of their task sessions.

5.1 Implications

Our findings suggest that search non-experts tended to be less con-
cerned about the consistency in their found answers. Possible ex-
planations for this trend are: (1) they were unaware of the exis-
tence of inconsistent answers; (2) they were unwilling to conduct
in-depth exploration as additional effort would have been required;
and (3) they intended to conduct in-depth exploration but failed
due to their lack of knowledge or skills. To help search non-experts
facing the situations above to properly handle inconsistent infor-
mation, search engines first need to notify them of the existence of



multiple instances as possible answers. However, just presenting
all the instances may cause them to feel apprehensive about the real
answer, similar to the way that search experts felt dissatisfied when
finding diverse answers (Table ). Such apprehension can be re-
duced by providing complementary information (e.g., majority and
typicality) for each answer. Ranking documents containing these
answers is also important as many users have been shown to inter-
pret search results as an ordering of likelihood [23]. In addition,
search engines need to provide functions for in-depth exploration
of each answer. It would be worth establishing techniques to re-
trieve evidence supporting a given answer and measure its reliabil-
ity, which would help search non-experts to find the most credible
answer with less apprehension.

5.2 Limitations

There are, at least, four limitations of our methodology that we
should acknowledge. First, we had to use a small dataset compris-
ing 66 task sessions for our analysis, given the effort required for
answer extraction. As this dataset was sampled from search logs
in a user study [5] designed for a different purpose, search experts
and non-experts were not spread evenly across tasks as was shown
in Table 3] A purpose-built study with large, balanced samples
would be needed to confirm our findings and gain more insight into
answer-finding behavior. Second, the present work focused only
on factoid questions to simplify our analysis. There are, however,
other types of questions (e.g., list and definition [4])). It is also worth
investigating the effect of search expertise on answer-finding be-
havior for such question types and identifying the differences from
those for the factoid type. Third, two assessors were not native
speakers of English, which was the language of Web pages from
which they extracted answers that study participants had found.
Although we used, given the inter-assessor agreement, a union of
their extracted answers as the ground truth to avoid answers being
missed, this issue may have affected our analysis. The last limita-
tion is about our definition of search expertise. The present work
defined search expertise as specialized knowledge on the internal
workings of search engines. This definition may be too strict be-
cause users who have been using search engines for years are likely
to have experienced search skills even if they do not have the spe-
cialized knowledge. Furthermore, while we analyzed the effect of
search expertise on search behavior and outcomes, our analysis re-
sults might also be affected by domain expertise [22].

6. CONCLUSIONS

This paper investigated the effect of search expertise on search be-
havior and satisfaction criteria of users. Targeting four tasks com-
prising factoid questions with inconsistent answers, we analyzed
answer-finding behavior of 30 study participants in terms of the
presence or absence of search expertise. Our findings suggested
that search non-experts tended to be less concerned about the con-
sistency in their found answers. To help search non-experts to prop-
erly handle inconsistent information, search engines need to notify
them of the existence of multiple answer instances and establish
techniques for retrieving evidence that supports a given answer.

Future work includes further investigating the effect of search ex-
pertise by conducting a purpose-built study with large, balanced
samples. While we focused only on factoid questions in the present
work, we are also interested in answer-finding behavior for other
question types (e.g., list and definition). It would also be worth ex-
ploring not only search expertise but also other user factors, like

domain expertise, as possible factors affecting answer-finding be-
havior and search outcomes of users.
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