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AN Overview
Translation between distant ldea: Using a chunk Our decoder for NMT
language pairs are difficult rather than a word as 9 .
: : : ecodes sentences in a
1. Some languages use many basic translation unit “chunk-by-chunk” manner to
words to represent one thing ©Sequence of a sentence overcome the differences
while others use less words becomes much shorter of length and word-order

2. Some languages are free DFixed word order and ©SOTA performance in
free chunk order can be

word-order while others are not | distant languages (En -> Ja)
modeled independenlty

Difficulties of translation of En -> Ja Word-based Encoder-Decoder
Japanese sentence has Enc-Dec with Attention [Bahdanau+ 15]
- longer sequence (En: 25 vs. Ja: 30 [words/sentence]) - encodes / decodes “word-by-word”
- free chunk order (e.g., "enmh’/ Kic, = TXIT / fenh b)) o n o x
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Proposal: Chunk-based Decoder for Neural Machine Translation

- Two step decoding - Two additional connections
- First a chunk, then words inside the chunk 1. to capture the interaction between chunks
2. to memorize peprevious outputs well
Shorter sequences! Models fixed word order and M ) ,
A , odel 2: Inter-chunk connection
( — free word orderindependently!
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Model 3: Word-to-chunk feedback

EXperiments

Data Translation examples
- ASPEC [Nakazawa+ 16], 1.6M En/Ja pairs

the atmospheric glow
discharge is a homogeneous
electric discharge obtained by
Source applying alternating voltage
after introducingatmospheric
He gas in a typical dielectric
barrier discharge reactor .
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because user operation is
important for the idea
support in material
development, an interface
for a substance operation at
atomic level was developed .

Preprocessing
- Bunsetsu chunking with J.DepP [Yoshinaga & Kitsuregawa 09]
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