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Abstract Consistency of the response between the past dialogue is important for
the dialogue system so that the system becomes the daily conversation partner.
We tackle the long-term open-domain conversation task by focusing on retrieval-
augmented language models that retrieve a characteristic utterance from their dia-
logue history and generate a response by referring to the retrieved utterance. We
propose a weakly-supervised training algorithm of the retrieval model for the long-
term conversation. Here, to identify the useful past utterance for the user-specific
response, we use the improvement of the perplexity when an utterance is fed to the
response model as the pseudo labels for the retrieval model training. Experimental
results showed that our model generates more consistent responses than baseline
models.

1 Introduction

Dialogue systems, such as ChatGPT [22], Apple Siri, and Amazon Echo, attract
much attention as the daily conversation partners. Consistency in dialogue systems
is important to provide engaging conversations for use cases where users are talking
to a dialogue system for a long time [19, 25, 13]. To ensure consistency, previous
studies incorporated speaker information in training a dialogue system; examples
of such speaker information include ID [19], attributes [25], profile text [43], and
role-play-based question-answering [6].
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Fig. 1: Overview of our training algorithm for a retrieval-augmented response gener-
ation model; The retrieval model extracts knowledge by scoring it and the response
model generates a response on the basis of the original context and the retrieved
knowledge. Our goal is to train response and retrieval models that refer to and ex-
tract knowledge to ensure dialogue consistency. First, the response model is trained
to generate the response. Then, we compute the contribution of each knowledge
to the response generation. Then, the contribution scores are used for the weakly-
supervised learning of the retrieval model so that the retrieval model can predict the
contribution scores.

In this study, we focus on the consistency of the response with the past dialogue
in the long-term conversation because the speaker’s information appears in the di-
alogue. In this task, it is challenging to extract useful information for the response
because there are many utterances in the past dialogue. To solve this problem, pre-
vious work [32] performed retrieval-augmented generation that retrieves past useful
dialogues from their dialogue history and trains the retriever by assuming utterances
in the same session are more useful, which are not always true.

Therefore, we follow the retrieval-augmentation studies and propose the train-
ing algorithm tailored for the long-term conversation task, as shown in Fig. 1. Our
key idea is to quantify the contribution of knowledge to the response generation by
calculating the improvement of the perplexity when knowledge is fed. First, we run
n-gram-based knowledge retrieval to train the response model that refers to knowl-
edge. Second, we compute the perplexity improvement for each knowledge with the
trained response model. Then, we train the retrieval model in the weak-supervision
setting by using the perplexity improvement as the pseudo-label.

To evaluate our method, we focus on conversation logs on microblogs because
of their two advantages: (i) they cover broad topics and thus they are useful for
the development of open-domain dialogue systems [27, 35, 1], and (ii) they include
long-term conversation which is suitable to train and evaluate the personal consis-
tency of the response. Experimental results on an existing large-scale Multi-session
Twitter Dialogue Dataset [32] showed that the proposed model generates responses
that are consistent with the retrieved knowledge. Also, we observed that our retrieval
model extracts knowledge with a higher perplexity improvement score.

Our contributions are summarized as follows:



Retrieval-Guided Generation for Long-Term Conversation via Perplexity Improvements 3

‘ ... [User2] Catch a cold, but | wanna play outside. </s> [User1] Take care @ </s> | ... ‘[uSen] How is your health? </s> [User2] I'm cured. </s> [User1] ‘ ‘
=

2 Past Context Current Context

Retrieval Model

2 Response Model
Keys 1

84: & /- SA: a
[ . e
===

Current Session

Fig. 2: Notations and the model overview. (1) The retrieval model scores past turns
{t} in past sessions by using the current session x as a query. (2) The concatenation
of the current session x and the retrieved past context ¢ is fed to the response model.
(3) The response model generates a response y.

¢ We propose the training algorithm of retrieval-augmented language models for
long-term conversation by focusing on the perplexity improvement caused by the
knowledge.

*  We confirmed that responses of the proposed model are more similar to the ref-
erence response and more consistent with retrieved knowledge than a baseline.

* Qualitative analysis showed that the proposed model extracts the speaker’s infor-
mation and generates a response that reflects the information.

2 Preliminaries

Here, we explain the task definition, the notations, and the model overview in Fig. 2.

2.1 Task Definition and Notations

The long-term conversation task is a task to generate a response for a given past
dialogue between the user and the system, which finishes with a user’s utterance
and involves multiple sessions over a long period of time. A session is a sequence
of the utterances in the past dialogue and is distinguished into a current session and
past sessions. A turn is a pair of a user’s utterance and its next system response.
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2.2 Long-Term Conversation as Retrieval-Augmented Generation

We cast the above task as a retrieval-augment generation task [40, 32]. We adopt
a RALM consisting of two components, a retrieval model and a response model
(Figure 2), and the input of them is the current session x. A retrieval model uses
Xrer that is a part of x as a query. The retrieval model has a key-value database in
which turn ¢ is converted to a key-value pair. The retrieval model extracts turns as
text on the basis of the similarity between the query and the keys in the database. A
response model generates a response y on the basis of x and the extracted turns as a
past context c.

For each response, the retrieval model finds turns (i.e., pairs of user’s and sys-
tem’s utterances) related to x,., from the past sessions. The retrieval model is a pre-
trained encoder such as BERT [4]. The encoder maps the current dialogue session
to hy € R? and the past turns to {hieilhei € RYi=1,--- N}, where d is the hidden
size of the language model and N}, is the number of keys.

The response model outputs the system response. The response model is a pre-
trained decoder. The input of the response model, the current context x and the past
context ¢, is converted to a prompt with a pre-defined format. In this paper, we set
the number of extracted turns to one for simplification.

3 Related Work

Here, we review retrieval models used for the dialogue system. Then, we discuss
previous approaches for the long-term open-domain conversation task.

3.1 Retrieval-guided Response Generation

Traditional dialogue systems have introduced a retrieval-based model to extract a
response candidate from dialogue corpora. Previous work [11, 7] returned the re-
trieved response as is. Since their responses are limited to those in the corpora, the
generative models are used for the dialogue systems [29, 34]. However, the gener-
ative models suffer from the safe response problem: the models generate a generic
and dull response (e.g., “I don’t know.”) [18]. To solve the problem, retrieval mod-
els are used to guide generation [31, 37, 42]. Although those studies used general
dialogue corpora and textual knowledge bases as the retrieval pool, we retrieve the
user-specific knowledge from past sessions to personalize responses.
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3.2 Long-term Open-domain Conversation

In the long-term open-domain conversation task, we must process large amounts of
past utterances and extract useful information from them. Previous studies can be
classified into two types: summarization-based models and retrieval-based models.
Among summarization-based models, some work [41, 2] provides the persona in-
formation for the model and edits them as the dialogue progresses. Other work [40]
generates the dialogue summaries of past sessions and feeds them to the model.
However, those studies require an additional annotation to the dialogue corpus.
Retrieval models are based on retrieval-augmented language models [5, 17, 30,
3, 10]. Previous work [32] proposed the retrieval model designed for the task, which
is trained with the triplet loss by distinguishing the utterances in the same session
and another session. Other work [16] used a large language model (LLM) as is
with various techniques such as chain-of-thought [36]. It used a pre-trained dense
passage retriever [12] as the retrieval model. We revise the training algorithm of the
retrieval model by utilizing the difference of the perplexity of each utterance with
and without past utterance as the supervision of the usefulness of the past utterance.

4 Baseline: KeyNext Retriever

Here, we describe the baseline model and its training method [32]. Then, we provide
our analysis of the baseline model and explain the motivation of our algorithm.

4.1 Model

Previous work [32] proposed the KeyNext retriever which encodes a user’s utterance
in a turn ¢ to a key state Ay € R4, Also, the query X, is defined as the current user’s
utterance and encoded to /. In the inference phase, the model retrieves the previous
turn that minimizes the distance between the key and query states.

4.2 Training

First, the retrieval model is trained with a triplet loss [26],
Lisiptet,12 = max(||hg —hp|l2 — ||hg — hal]2 + €,0), (1)

where h,,h, € R are the key embeddings of a positive utterance and negative ut-
terance, respectively. € = 1 is the minimum margin required.
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The KeyNext retriever is trained by using the topic consistency The KeyNext
retriever is trained to distinguish whether utterances belong to the same session or
not. The query utterance x,.; is randomly selected from the dataset. The positive
utterance is the user’s randomly selected utterance in the query’s session. The neg-
ative utterance is randomly selected from the user’s utterances in the query’s past
sessions.

Then, the response model is trained with a cross-entropy loss in the teacher-
forcing fashion:

1
LCE(X,%C):—M Y. log f(yilx,yi-1,¢). (2)
it

4.3 Analysis

In our pilot experiments, we clarified that the past turns retrieved by KeyNext do not
always assist the response generation.

Here, we introduce a new metric, the perplexity improvement (PI) score. The PI
score is defined as

PI(t‘x:y) :LCE(X»)%C:¢)—LCE(Xay»C:f)- 3

We note that Lcg (x,y,c = @) is the cross-entropy loss of the response model without
the past context. This model is only fed x in both the training and inference phases.

We calculate the PI score of an instance (x,y,#) in the evaluation data to estimate
the importance of a turn ¢ to generate the reference response y from the input x. A
larger PI score indicates that ¢ reduced the likelihood of generating y more. Also, a
negative PI score indicates that ¢ obstructed the generation. Because the perplexity,
one of the major metrics in the dialogue system, is the exponential of Lcg, the PI
score measures the difference between the logarithm of perplexity. This metric is
inspired by Toolformer [28], which is a pre-trained language model (PLM) using
external text-based APIs. The authors created its pre-training corpus by inserting
the special tokens indicating each API call into the original text. Whether or not to
insert special tokens was determined by the difference in the perplexity score before
and after the insertion. Although we used perplexity improvement, our method and
analysis can be extended to other metrics. For example, an external natural language
inference model can be used to evaluate the consistency between the response and
the persona [44].

Here, we summarize our experiments, and the details are given in §6. We extract a
turn 7xy for (x,y) with the KeyNext retriever in the development set. The histogram
of the PI scores is shown in Figure 3.

We found that even among the turns with the highest KeyNext scores, 36.7%
of them obstructed the generation of the reference response y. We consider that
this phenomenon is due to the diversity of the conversation and not to the KeyNext
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Fig. 3: Histogram of the perplexity improvement. The vertical lines indicate the
median. The ratio of positive instances is 63.3% in the KeyNext baseline and 78.4%
in the proposed model.

retriever; That is, if txy encourages one of interesting responses, the reference re-
sponse y is often irrelevant to txu. For instance, a user, who said that his favorite
food is sushi in the past sessions, may report that his dinner is a hamburger today in
the reference response.

The above observation raised our hypothesis: The dataset consisting of (x,y,xy)
could not train the response model that leverages the past context sufficiently be-
cause 36.7% of the dataset leads to ignoring the past context to generate the re-
sponse.

5 Proposed Training Algorithm

In this section, we describe the proposed model. The proposed model consists of
two components. First, we propose a method to automatically create the dataset that
trains a response model referring to a past context. This method is motivated by our
hypothesis discussed in §4.3. Second, we train a retriever using the PI score as a
supervision that teaches the model what turn is useful for generation by definition.

5.1 Response Model Training

Our motivation in this subsection is to create dataset {(x,,1) } (x.y)c 7p,,;, With which
we can train the response model that refers to a past context to generate the response,
where Prypin is the training data. Thus, we used an oracle retriever to extract the
most similar system utterance u, in turn ¢ to the reference response y, because the
information of the reference response is available to create the training dataset. As
the metric of the similarity, we use the coverage of the bag-of-words BoW(+):
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Algorithm 1 Proposed Training Algorithm

: Train a retrieval model like KeyNext on half of the training data

: Create training data for the response model with the BoW coverage and the KeyNext retriever
: Predict responses for the rest of the training data

: Calculate the PI scores for the generated response

: Train the retrieval model on the PI ranking task

: Generate responses with the trained response and retrieval models

AN AW~

tgow = argmax (BoW (u,) NBoW(y)). 4)

This formulation is designed so that the model learns to copy words from u;, which
may include the system’s character information and character-specific expression.
If tied utterances exist, we use the turn with a higher KeyNext score.

5.2 Retrieval Model Training

Our motivation in this subsection is to create dataset {(x,y,7) }(xy)c 7, With which
the response model can generate a consistent and interesting response, where Zgyq
is the evaluation data.

We train the retrieval model with the perplexity improvement ranking task. We
define the positive and negative utterance by their PI scores PI(¢|x,y), and thus the
model can learn fine-grained signal that measures the extent to which ¢ affects the
generation. The loss function is a triplet loss with dot product similarity:

Luipier,op = max (hy hy — hy by +€,0). (5)

In the implementation of this task, we found that the model cannot learn this task
when we use the reference response for y. This is because the reference responses
in the dataset often require no past context due to the diversity of the conversation,
which is a similar phenomenon discussed in §4.3. To solve this problem, we use the
predicted response ¥ in the PI score by feeding (x,7) to the trained response model.
We expect that the predicted response has a relation to ¢ because the response model
is trained to copy u; through our training algorithm.

In addition, we split the training data D, into two splits to avoid leakage
through the response model training. We use one split for training the response
model. Then, we generate § from (x,#) in the other split with the response model.
We calculate the PI score of (x,¥,7) and use the resulting PI score to define the
ranking task.
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Table 1: Data statistics.

Train Dev.  Test
# Episodes 60,000 1778 2682
Periods 2011-2017 2018 2019
Average of # sessions in a episode ~ 15.92 1541 15.49
# Current utterances 150,747 4666 7113
Average of # turns in a session 6.65 6.89 6.89

Average of # tokens in a session 146.37  151.51 146.66

6 Experiments

6.1 Dataset

We used the Multi-session Twitter dialogue dataset (MSTD) [32], which is built
from X (formerly, Twitter). Table 1 shows the statistics of the dataset. They defined
a reply tree as a dialogue session and all sessions between two specific users as
an episode. The training, development, and test data were split on the basis of the
collection period. The speakers in each split did not overlap with the other splits.
The dataset includes episodes only with 11-25 sessions, each of which consists of
5-30 turns. Following [32], we used the last session as the current session and the
rest sessions as the past sessions.

6.2 Metrics

To evaluate the whole model, we measured the similarity between the predicted
response and the reference response with ROUGE-1/2/L. [21]1 and BLEU-2/3 [23].2
We also evaluated the perplexity of the reference response generation. Moreover, we
measured the similarity between the predicted response and the retrieved response
in each model with the same metrics. These metrics represent the extent to which the
response model refers to the past context for the generation. In the above metrics,
we used the MeCab tokenizer with UniDic 2.1.2 [15] as the previous work did [32].
To evaluate the retrieval model, we used recall@1 as the metric.

"nttps://github.com/pltrdy/rouge
2 https://www.nltk.org/_modules/nltk/translate/bleu_score.html
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Table 2: Hyperparameters.

Retrieval Model Response Model

Batch size 512 64
# Epochs 3 1
Max length 128 512
Learning rate Se-5 le-4

6.3 Compared Models

To evaluate the whole model, we used two baseline models for comparison. The No
Past model does not use any information of past sessions. The KeyNext model [32]
is described in §4.1. We note that the original paper reported that the KeyNext model
outperformed a naive baseline that retrieves the most recent session as the past con-
text. For a fair comparison, to train the response model in the No Past and KeyNext
models, we did not split the training dataset and used all of it for training.
Implementations. The backbone PLM of the retrieval model was the pre-trained

Japanese BERT-base-uncased model [4],3 and that of the response model was the
pre-trained Japanese Transformer decoder [33]* with 3.6B parameters. We fine-
tuned the full parameters of the retrieval model. For the response model, we added
and fine-tuned LoRA parameters [8] with fixing all parameters of the response
model. For the LoORA modules, we set the target modules to the key, query, and
value of linear layers in the self-attention, lora r to 8, lora & to 16, and lora dropout
ratio to 0.05.

The training of the retrieval model and the response model took 10 minutes and
1 hour on eight NVIDIA A6000 (48GB) GPUs, respectively. For computational
efficiency, we used 100,000 (x,y) instances and top-3 past turns per instance. Thus,
we obtain three § and PI(x, §,¢) scores for each x. That is, the size of the retrieval pool
for each x in the PI ranking task is three. The total time consumption to obtain them
was 30 hours. The hyperparameter settings are listed in Table 2. We used the Adam
optimizer [14], PyTorch (ver. 1.13.1) [24],° and transformers (ver. 4.33.2) [38].°

The input format is ‘The following conversation is between A and B on Twitter:
{Past Context} In reference to this conversation, write a tweet following the next
conversation: {Current Context}’ for the proposed and KeyNext model.” For the
NoPast model, we used ‘The following conversation is between A and B on Twitter.
Write a tweet following the next conversation: {Current Context}.” The format of
the context repeats ‘A: {Utterance} B: {Utterance} ...

3 https://huggingface.co/cl-tohoku/bert-base-japanese-whole-wor
d-masking
4https://huggingface.co/line-corporation/japanese-large-1lm-3.6b
Shttps://pytorch.org/
Shttps://github.com/huggingface/transformers

7 The original prompts are written in Japanese, and we translated them to English.
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Table 3: Main results and ablation studies. PPL indicates perplexity, R-1/2/L does
ROUGE-1/2/L, and B-2/3 does BLEU-2/3, respectively.

Response Similarity Knowledge Consistency
PPL R-1 R2 R-L B2 B3 R-1 R-2 R-L B-2 B-3
NoPast 31.05 13.55 430 12.01 483 340 — — — — —
KeyNext 30.16 14.20 4.84 12.59 535 3.89 13.03 4.57 11.66 540 4.05
Proposed 31.23 14.09 5.02 12.51 5.44 4.00 19.49 8.23 17.38 9.23 6.74

— Response Model 30.18 14.24 4.98 12.59 543 395 13.69 4.95 12.18 5.82 4.42
— Retrieval Model 30.30 14.21 5.10 12.65 5.51 4.05 18.82 7.76 16.90 8.52 6.08

6.4 Main Results

Table 3 shows the main results.

Does the retrieval augmentation improve the response similarity? The proposed
model and KeyNext model outperformed the NoPast model on the response simi-
larity metrics. We consider that the past context effectively guided the generation.

Does the proposed model improve knowledge consistency? The proposed model
outperformed the KeyNext model on the knowledge consistency metrics. The pro-
posed model refers more to the past context than the KeyNext model, which resulted
in responses that are more consistent with the past sessions. In other words, we can
control the response generated by the proposed model by providing the past context.

Does the proposed model improve the response similarity? The response simi-
larity of the proposed model is comparable with that of the KeyNext model. This
result is not surprising because the past context ¢ with a higher PI score of (x,J,t)
does not always promote the reference response y by definition.

6.5 Ablation Studies

Table 3 also shows the results of the ablation studies. In each ablation, we replaced
the corresponding model in the proposed model with that in the KeyNext baseline.
All models achieved comparable performance on the response similarity metrics.

Does our response model improve the knowledge consistency? Our response
model contributed to the knowledge consistency. Our response model was trained
with the past turn highly overlapped with the reference response. Thus, our response
model learned to refer to the past context.

Does our retrieval model training improve the knowledge consistency? The pro-
posed model outperformed the model without our retrieval model on all metrics of
knowledge consistency. Our retrieval model was trained to retrieve turns with high
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Table 4: Results on the perplexity improvement ranking task. The size of the re-
trieval pool is three.

| Recall@1
Chance Rate | 33.33
Proposed | 56.25

-y generation| 32.94

PI scores. We consider that such turns were easy for the model to use as guidance
to generate responses.

6.6 Evaluation as the Retrieval Model

Here, we evaluate our retrieval model on knowledge retrieval tasks.

Does our retrieval model retrieve past turns with high PI scores? Fig. 3 shows
the histograms of the PI scores. The proposed and KeyNext models retrieve a turn ¢
from the past sessions by using x as a key and then compute the PI score to the refer-
ence y. We found that the proposed model retrieved turns with higher PI scores. Al-
though both retrievers were agnostic of the reference response, the turns performed
as guidance to generate the reference response. We consider that the proposed re-
trieval model learned to retrieve turns that include user-specific characteristics (e.g.,
personal information and a favorite phrase). Qualitative analysis in §6.8 shows an
example where the user’s name was retrieved and generated.

Can we define the perplexity improvement ranking task for the reference re-
sponse? The proposed retrieval model training consists of three steps: the generation
of ¥ by the response model, the calculation of the PI(¢|x,¥), and the ranking task it-
self. Therefore, our question is whether we can remove the first step and directly
rank the PI(t|x,y). Table 4 shows the results. We found that the performance of the
model was comparable to the chance rate on the perplexity improvement ranking
task for the reference response. We consider that this is because of the diversity of
the dialogue. That is, the model, the inputs of which are only x and ¢, cannot distin-
guish a turn ¢ that leads to the unknown reference response y because a turn ¢ that is
irrelevant to y can lead to other possible responses. Meanwhile, on our ranking task,
the model outperformed the chance rate because the model is required to predict
the contribution of a turn ¢ to the generation of y that is actually generated by the
response model from ¢.
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Table 5: Human evaluation results. All results were not significant (p > 0.1) by the
Wilcoxon signed rank test.

Consistency Coherence Engagingness

Baseline 4.73 4.10 3.71
Proposed 4.71 4.01 3.71

6.7 Human Evaluation

For human evaluation, we asked three annotators to evaluate system responses on
a scale from one to five (poor, marginally poor, fair, marginally good, good). The
annotators are graduate students and men in their 20s and 30s. We sampled 100 re-
sponses in the last turn of the last session from development episodes. We evaluated
the KeyNext baseline and the proposed model. In each example, we provided the
current session and the system response to annotators. The metrics were three-fold:

Consistency Whether the response does not include a grammatical error or contra-
diction inside the response [20].

Coherence Whether the response is relevant to and continuous with the context [39].

Engagingness Whether the response includes interesting content [43].

We also asked whether annotators rated a response with confidence. We finally
obtained 92 responses after filtering unconfident responses.

Table 5 lists the results. All results were not significant. Fleiss’s k were 0.72,
0.42, and 0.34 on the consistency, coherence, and engagingness, respectively.

In the human evaluation, we could not evaluate the coherence between the past
sessions and the response because a response has 14.49 past sessions on average and
it is difficult and burdensome to read all of them and evaluate the response on the
basis of them. Thus, the proposed model did not outperform the KeyNext baseline
on all metrics. We also found that the consistency and the coherence were higher
than four (marginally good) on average. The dialogue system has achieved a certain
level due to the advent of LLMs [9], and the development of the evaluation methods
is an important direction for future work.

6.8 Qualitative Analysis

Here, we describe the typical results of the proposed model. Table 6 shows an ex-
ample of the generation. In the proposed model, the retrieval model extracted the
turns containing speaker-specific features, such as names, emoticons, and habits of
saying, while the response model copied them. Thus, the proposed model generated
responses that included more information. Because the proposed model generated
informative responses, the generation occasionally produced a hallucination, which
would cause low consistency and coherence in the human evaluation.
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Table 6: Qualitative analysis. U and S indicate the user and the system, respectively.
The original data is in Japanese, and we translate it to English. Emoticons and emojis
are omitted.

S: I want to work hard on the new book in February and make it more pages
long, but... do you think I’ll have enough time?

Context U: How many pages?

S: Thirty-eight to forty pages... No, that’s a lot for me...!

U: It’s easy for you, Riu-chan!

Reference S: What!? I can’t do it!

Baseline

U: If it’s all right with Riu-chan, we’ll do it later!
S: Wow! You too! Let’s do it next time!
Generation  |S: Thanks! I'll do my best!

Proposed

Retrieved turn

U: Riu-chan, good morning!
S: Uru-chan, good morning! Are you feeling okay? Don’t take it too hard.
Generation  |S: Oh, oh... I'll do my best... Take care of yourself too, Uru-chan.

Retrieved turn

7 Conclusion

We studied the consistency of the response with the past dialogue sessions in
the long-term conversation. We proposed the training algorithm of the retrieval-
augmented language models by defining the perplexity improvement as the useful-
ness of past utterances for response generation. Experimental results showed that
the proposed model retrieved a past turn that improved the perplexity and gener-
ated a response that is consistent with the retrieved knowledge. However, it did not
increase the human evaluation score because the consistency with the whole past
session is difficult to evaluate. The development of evaluation methods in terms of
advanced dialogue skills is an important direction for future work.
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